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Estimation of velocity change using repeating earthquakes with
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[1] Codas of repeating earthquakes carry information about the time-lapse changes in
the subsurface or reservoirs. Some of the changes within a reservoir change the seismic
velocity, and thereby, the seismic signals that travel through the reservoir. We investigate,
both theoretically and numerically, the impact of the perturbations in seismic source
properties of used repeating earthquakes on time-lapse velocity estimation. We derive a
criterion for selecting seismic events that can be used in velocity analysis. This criterion
depends on the dominant frequency of the signals, the centertime of the used time
window in a signal, and the estimated relative velocity change. The criterion provides a
consistent framework for monitoring changes in subsurface velocities using microseismic
events and the ability to assess the accuracy of the velocity estimations.
Citation: Kanu, C. O., R. Snieder, and D. O’Connell (2013), Estimation of velocity change using repeating earthquakes with
different locations and focal mechanisms, J. Geophys. Res. Solid Earth, 118, 2905–2914, doi:10.1002/jgrb.50206.

1. Introduction
[2] Monitoring temporal changes within the Earth’s sub-

surface is a topic of interest in many areas of geophysics.
These changes can result from an earthquake and its asso-
ciated change in stress [Cheng et al., 2010], fluid injection
or hydrofracturing [Davis et al., 2003], and oil and gas pro-
duction [Zoback and Zinke, 2002]. Some of the subsurface
perturbations induced by these processes include temporal
and spatial velocity changes, stress perturbations, changes
in anisotropic properties of the subsurface, and fluid migra-
tion. Many of these changes span over a broad period of
time and might even influence tectonic processes, such as
induced seismicity [Zoback and Harjes, 1997]. For exam-
ple, Kilauea, Hawaii (which erupted in November 1975)
is suggested to have triggered a magnitude 7.2 earthquake
within a half hour of the eruption [Lipman et al., 1985].
A seismic velocity perturbation of the subsurface leads to
progressive time shifts across the recorded seismic sig-
nals. Various methods and data have been used to resolve
the velocity perturbations. These methods include seismic
coda wave interferometry [Snieder et al., 2002], doublet
analysis of repeating microseismic and earthquake codas
[Poupinet et al., 1984], time-lapse tomography [Vesnaver
et al., 2003], and ambient seismic noise analysis [Cheng
et al., 2010; Sens-Schönfelder and Wegler, 2006; Wegler
and Sens-Schönfelder, 2007; Brenguier et al., 2008; Meier
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et al., 2010]. Earthquake codas have higher sensitivity to
the changes in the subsurface because multiple scattering
allows these signals to sample the area of interest multiple
times. However, there are inherent challenges in the use of
these signals. Doublet analysis of the earthquake (microseis-
mic) codas requires repeating events. Failure to satisfy the
requirement that the events are identical can compromise the
accuracy of the estimated velocity changes. In this study,
we focus on the estimation of velocity changes using codas
of repeating earthquakes that are not quite identical in their
locations and source mechanisms.

[3] Fluid-triggered microseismic events often are repeat-
able but in practice events occur at slightly different posi-
tions with somewhat different source mechanisms [Sasaki
and Kaieda, 2002; Miyazawa et al., 2007; Godano et al.,
2012]. Changes in the source properties might result from
coseismic stress changes [Asano et al., 2011] or changes in
the properties of the event rupture locations [McGuire et al.,
2012]. Imprints of the source perturbation and the velocity
change on the seismic waveforms can be subtle. Therefore,
we will need to ask, how do the source location, source
mechanism, and subsurface perturbations affect the esti-
mated velocity changes? Snieder [2006] shows that we can
retrieve velocity changes from the coda of the waveforms
recorded prior to and after the change. Robinson et al. [2011]
develop a formulation using coda wave interferometry to
estimate changes in source parameters of double-couple
sources from correlation of the coda waves of doublets.
Snieder and Vrijlandt [2005], using a similar formulation,
relate the shift in the source location to the variance of the
traveltime perturbations between the doublet signals. In all
these studies, the authors assume that the expected (average)
change in traveltime of the coda (due to either changes in the
source locations or source mechanisms) is zero.

[4] In this study, we investigate the impact of changes
in source properties on the estimation of relative velocity
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Figure 1. Geometry of wave paths. Source, S1, produces
the unperturbed signal while Source, S2, produces the per-
turbed signal. Path T shows the scattering path for the
unperturbed signal, and the scattering path for the perturbed
signal is defined by Path T 0. The sources are separated by a
distance D, and the source distances are LT and LT 0 distance
away from the first scatterer along path T and T 0, respec-
tively. The unit vector OrT defines the direction traveled by the
signal before the signal first encounters a scatterer.

changes. Knowledge of the impact of these perturbations on
the estimated velocity change allows for a consistent frame-
work for selecting pairs of earthquakes or microearthquakes
used for analyzing the velocity changes. This results in a
more robust estimation of velocity change. In section 2, we
explore the theoretical relationships between the velocity
changes and perturbations in the earthquake source prop-
erties. Following this section is a numerical validation of
the theoretical results. We explain the implications and
limitations of our results in section 4. In the appendices,
we explain the mathematical foundation of our results in
this study.

2. Mathematical Consideration
[5] In this section, we use the time-shifted cross correla-

tion [Snieder, 2002, 2006] to develop an expression for the
average value of the time perturbation of scattered waves
that are excited by sources with varying source properties.
This perturbation is due to changes in the velocity of the
subsurface and to changes in the source properties. These
changes, we assume, may occur concurrently. Figure 1 is
a schematic figure showing the general setup of the prob-
lem we are investigating. Two sources (S1 and S2) represent
a doublet (repeating seismic events). These events occur
at different locations and may have different rupture pat-
terns. We assume that these events can be described by
a double couple. We investigate the ability of using the
signals of these sources for time-lapse monitoring of veloc-
ity changes, assuming that these sources occur at different
times. We express the signals of the two sources as unper-
turbed and perturbed signals, where the perturbation refers
to any change in the signal due to changes within the
subsurface and/or the source properties.

[6] The unperturbed seismic signal U(t) is given as

U(t) = A
X

T

U(T)(t), (1)

and the perturbed seismic signal OU(t) is given as

OU(t) = OA
X

T

�
1 + �(T)�U(T)

�
t – tTp

�
, (2)

where A and OA are the amplitudes of the unperturbed and
perturbed source signals, respectively. These amplitudes rep-
resent the strengths of the sources. The recorded waves are
a superposition of wave propagation along all travel paths
as denoted by the summation over paths T. The change in
the source focal mechanism only affects the amplitude of the
wave traveling along each trajectory T because the excita-
tion of waves by a double couple is real [Aki and Richards,
2002]. The change in the signal amplitudes—due to changes
in the source mechanism angles—is defined by �(T) for path
T, and tT

p is the time shift on the unperturbed signal due to
the medium perturbation for path T. The change in the sig-
nal amplitudes along path T depends on the source radiation
angles. In this study, we assume that the medium perturba-
tion results from the velocity change within the subsurface
and changes in the source properties. The time-shifted cross
correlation of the two signals is given as

C(ts) =
Z t+tw

t–tw
U(t0) OU(t0 + ts) dt0, (3)

where t is the centertime of the employed time window and
2tw is the window length. The normalized time-shifted cross
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Figure 2. The experiment geometry of the numerical sim-
ulation. The receivers (squares) are surrounding the point
scatterers (black dots). The source is positioned in the origin
(cross). All perturbations of the source location is done from
this position. The stations marked (NW, NE, E, SE, and SW)
are used in the presentation of results in Figures 7 and 8.
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Figure 3. Recorded seismic signals at station E (Figure 2),
the reference signal (red line), and (I) the time-lapse sig-
nal (black line) with 0.4% relative velocity change, (II) the
time-lapse signal (black line) with 0.14�d source displace-
ment, and (III) the time-lapse signal (black line) with 20ı
source angle perturbations. Inset A shows the late coda
while inset B shows the first arrivals of the two signals. The
black bold line is the time window used for data processing.
Time 0 is the source rupture time.
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Figure 4. The objective function R(�) (solid line) as a
function of the stretch factor �. The objective function is
minimum for � = 0.4%, which corresponds to the time
velocity change. The corresponding maximum correlation of
the stretch factors is given by the dashed lines.

correlation R(ts) can be expressed as follows:

R(ts) =

R t+tw
t–tw U(t0) OU (t0 + ts) dt0�R t+tw

t–tw U2(t0) dt0
R t+tw+ts

t–tw+ts
OU 2(t0) dt0

� 1
2

. (4)

The time-shifted cross correlation has a maximum at a time
lag equal to the average time perturbation (ts = htpi) of all
waves that arrive in the used time window [Snieder, 2006]:

@C(ts)
@ts

ˇ̌̌
ˇ
(ts=htpi)

= 0. (5)

Equation (5) allows for the extraction of the average trav-
eltime perturbation from the cross correlation. In this study,
the average of a quantity f is a normalized intensity weighted
sum of the quantity [Snieder, 2006]:

h f i =
P

T A2
T fTP

T A2
T

, (6)

where A2
T =

R
(UT(t0))2 dt0 is the intensity of the wave that

has propagated along path T.
[7] We show in sections A and B that the expected value

of the time perturbation and its variance are given by

htpi = –
�
ıV
Vo

�
t (7)

and
�2

t = ht2pi – htpi2 '
D2

3V 2
0

. (8)

In the above equations, hıV/V0i is the average relative veloc-
ity change, D is the shift in the source location, and V0 is the
unperturbed velocity of a wave mode. This result is applica-
ble to any wave mode. Equation (7) suggests that the average
time shift in the multiple scattered signals depends only on
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Figure 5. Estimated relative velocity change for model
velocity change of h ıV

V0
i = 0.1% (blue), h ıV

V0
i = 0.2% (red),

h ıV
V0
i = 0.3% (black), and h ıV

V0
i = 0.4% (green). The receiver

numbers are counted counter-clockwise from the W station
in Figure 2.

the velocity changes within the subsurface. The variance of
the time shifts depends, however, on the perturbations of the
source location.

3. Numerical Validation
3.1. Description of Numerical Experiments

[8] We test the equations in section 2 with a numerical
simulation using Foldy’s multiply scattering theory [Foldy,
1945] described by Groenenboom and Snieder [1995]. The
theory models multiple scattering of waves by isotropic
point scatterers. We conduct our numerical experiments
using a circular 2-D geometry (Figure 2) with point scat-
terers surrounded by 96 receiver stations. We uniformly
assign the imaginary component of the scattering amplitude
ImA = –4 to all the scatterers. In 2-D, this is the maximum
scattering strength that is consistent with the optical theorem
that accounts for conservation of energy [Groenenboom and
Snieder, 1995]. The wave radiated by the earthquakes is
modulated by the far-field P-wave radiation pattern F P:

U0(r) = F PG(0)(r, rs), (9)

where G(0)(r, rs) is the Green’s function between the source
location rs and any other point r. In 2-D, where the takeoff
direction is restricted within the 2-D plane, F P is given as
[Aki and Richards, 2002]

F P = cos� sin ı sin 2( – �) – sin� sin 2ı sin2 ( – �), (10)

where  is the azimuth of the outgoing wave and �, ı, and
� are the source parameters (rake, dip, and strike, respec-
tively). Sources are located at the center of the scattering
area. The source spectrum has a dominant frequency fd of
approximately 30 Hz and a frequency range of 10–50 Hz.
The source spectrum tapers off at the frequency extremes by
a cosine taper with a length given by half of the bandwidth.
We assume a reference velocity V0 = 3500 m/s. Because
the model we are using is an isotropic multiple scattering

model, the transport mean free path is the same as the scat-
tering mean free path: l* = l. The scattering mean free path
l* [Busch et al., 1994; Groenenboom and Snieder, 1995] is
given by

l* =
ko

�|ImA|
, (11)

where ko is the wave number of the scattered signal and � is
the scatterer density. For our model, the mean free path l* is
approximately 30.5 km. There is no intrinsic attenuation in
the numerical model.

[9] We generate multiple scattered signals, which are
recorded at the receivers, using the numerical model in
Figure 2. These signals are generated with a reference model
defined by the following reference parameter values: the
source radiation parameters � = 0ı, � = 0ı, and ı = 90ı;
change in medium velocity �V = 0 m/s; and shift in the
source location D = 0 m. We refer to signals generated by
this reference model as the the reference signals. In order to
understand the effect of the perturbation of these parameters
on velocity change estimation, we also generate synthetic
signals from the perturbed version of the model. The per-
turbed model consists of perturbation of either the source
locations, source radiation parameters, the medium velocity,
or a combination of these. Synthetic signals from the ref-
erence and the 0.4% velocity perturbed models are shown
in Figure 3a with zoom insets showing the stretching of the
waveform by the velocity perturbation. The result of the
velocity perturbation on the signals is a progressive time
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Figure 6. Estimated relative velocity change due to pertur-
bation in the source location and the source radiation. (a)
The estimated velocity change for perturbed source location
(divided by the dominant wavelength; inset in the top right)
and (b) the estimated velocity change caused by changes in
source radiation angles (inset in the top right). The value of �
is given by equation (14). The receiver numbers are counted
counter-clockwise from the W station in Figure 2.

2908



KANU ET. AL: VELOCITY CHANGES WITH DISSIMILAR SOURCES

0 0.1 0.2 0.3 0.4 0.5
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Station SW
Station SE
Station NE
Station NW

Figure 7. Estimated relative velocity change after a 0.1%
velocity change and various source location perturbations
(Table 1). The shift in the source locations are divided by the
dominant wavelength �d of the recorded signals. For values
of the source location shift greater than �d/4, we have incor-
rect estimates for the velocity change due to the distortion
of the perturbed signal. Stations SW, SE, NE, and NW posi-
tions are given in Figure 2. The red line indicates the model
(accurate) velocity change.

shift of the arriving seismic phases in the signals. Simi-
larly, the effect of the independent perturbation of the source
locations and the source radiation parameters are shown in
Figures 3b and 3c, respectively. The source location per-
turbation is 0.14�d along the z direction, and the source
radiation perturbation is 20ı for both the strike, rake, and
dip angles. The zoom insets in these Figures 3b and 3c show
that the changes in the source properties result in amplitude
differences between the time-lapse signals. There are also
phase differences between the time-lapse signals due to the
perturbation of the source locations.

3.2. Data Processing
[10] To estimate the velocity perturbations or possible

velocity change imprints on the synthetic signals due to the
perturbation of the source location or its radiation properties,
we use the stretching algorithm of Hadziioannou et al.
[2009] who demonstrate the stability and robustness of the
algorithm relative to the moving time-window cross corre-
lation of Snieder et al. [2002] and the moving time-window
cross-spectral analysis of Poupinet et al. [1984]. Both algo-
rithms satisfy the relative velocity change equation [Snieder,
2006]: �

tp
t

�
= – �, (12)

where � = hıV/V0i is the relative velocity change.
In the stretching algorithm, we multiply the time of the

perturbed signal with a stretching factor (1 – �) and inter-
polate the perturbed signal at this stretched time. The time
window we use in all our analysis is given by the black
bold line in Figure 3. We then stretch the perturbed sig-
nal at a regular interval of � values. The range of the �
values can be arbitrarily defined or predicted by prior infor-
mation on the range of changes in the subsurface velocity.

To resolve the value of �, we use an L2 objective function
rather than the cross-correlation algorithm as suggested by
Hadziioannou et al. [2009]. For events of equal magnitude
(A = OA), the objective function is

R(�) = || OU (t (1 – �)) – U(t)||2, (13)

where || : : : ||2 is the L2 norm. Figure 4 shows the objec-
tive function based on the L2 norm and the maximum cross
correlation for the case of a 0.4% velocity change. The L2
norm more accurately constrains the velocity change than
the maximum cross correlation. The minimum of the objec-
tive function based on the L2 norm depends on the amplitude
changes between the two signals and on the traveltime per-
turbations due to velocity changes and shifts in the source
location. The signals have uniform magnitudes. The ampli-
tude changes between the signals are due to changes in the
orientation of the source angles.

[11] The error in the estimated relative velocity change
�ıv is given by

�ıv �
�U

2	 fdAt
, (14)

where fd is the dominant frequency, t is the centertime of the
signal, A is the amplitude of the signals, and �U is the stan-
dard deviation of the recorded waveforms. The derivation of
equation (14) is given in section C. The error associated with
the velocity change depends on additive noise in the signals
and on differences in the signals both in amplitude and in
phase due to perturbation in source properties.

3.3. Effect of Perturbation of Source Properties on the
Estimated Velocity Change

[12] To understand the effect of the changes in the source
properties on the estimation of the relative velocity changes,
we conduct our numerical experiment over a range of
parameter changes. We perturb the source location and the
orientation of the source angles. The perturbation of the
source radiation parameters is characterized by the weighted
root mean square change in source parameters hri [Robinson
et al., 2007]:

h�i = –
1
2

(4��2 +��2 +�ı2), (15)

Table 1. Modeling Parameters
for Shift in the Source Location

Case �V
V (%) D/�d

Reference 0 0
Case 1 0.1 0.0274
Case 2 0.1 0.0547
Case 3 0.1 0.0820
Case 4 0.1 0.1094
Case 5 0.1 0.1367
Case 6 0.1 0.1642
Case 7 0.1 0.1918
Case 8 0.1 0.2197
Case 9 0.1 0.2477
Case 10 0.1 0.2760
Case 11 0.1 0.3047
Case 12 0.1 0.3337
Case 13 0.1 0.3627
Case 14 0.1 0.3916
Case 15 0.1 0.4202
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Table 2. Modeling Parameters for Source Radiation Perturbation

Case �V
V ��(ı) ��(ı) �ı(ı) –h�i

Reference 0 0 0 0 0
Case 1 0.1 0 0 0 0
Case 2 0.1 2 2 2 0.0037
Case 3 0.1 4 4 4 0.0146
Case 4 0.1 6 6 6 0.0329
Case 5 0.1 8 8 8 0.0585
Case 6 0.1 10 10 10 0.0914
Case 7 0.1 12 12 12 0.1316
Case 8 0.1 14 14 14 0.1791
Case 9 0.1 16 16 16 0.2339
Case 10 0.1 18 18 18 0.2961
Case 11 0.1 20 20 20 0.3655
Case 12 0.1 22 22 22 0.4423
Case 13 0.1 24 24 24 0.5264
Case 14 0.1 26 26 26 0.6178
Case 15 0.1 28 28 28 0.7165

where �� is the change in strike, �� is the change in rake,
and �ı is the change in dip, between the two sources.

[13] Figures 5 and 6 show the estimated velocity changes
due to the perturbation of medium velocity and the source
properties (location and radiation parameters), respectively.
For Figure 5, we generate signals with the following per-
turbation in the model velocity hıV/V0i: 0.1%, 0.2%, 0.3%,
and 0.4%. In these models, we keep the source parame-
ters unchanged. Using the stretching method, we are able
to recover the velocity changes we impose in the model
from the codas of each of the perturbed signals and that of
the reference signal (Figure 5). The method accurately esti-
mates the model velocity change in all the receivers. We
also generate signals with perturbations in the source loca-
tions and mechanisms only. In this case, the true velocity
change is zero. Figure 6 shows that the estimated relative
velocity changes hıV/V0i are near the true value (ıV = 0)
for models with perturbations of either the source loca-
tion or the source radiation parameters. The velocity change
estimated from individual stations varies around zero, but
with a shift in the source location of D = 0.143�d, with
�d as the dominant wavelength and source angle perturba-
tions as large as �� = 20ı, �� = 20ı, and �ı = 20ı
(h�i = –0.366), the magnitude of the estimated velocity
change is smaller than 1/20th of the typical velocity changes
inferred from seismic signals (Figure 6). These variations
in the velocity change inferred from different stations can
be used to estimate the errors in the estimated velocity
change. These results agree with equation (7) which predicts
that the average value of time shifts in the perturbed signal
results only from changes in the medium velocity and is not
affected by changes in source properties. We will need to
know how effectively we can resolve the velocity changes
in our model in the presence of the other model parameter
perturbations.

3.4. Limiting Regimes of the Estimations
[14] To investigate the extent of the perturbation in the

source location and source radiation perturbations that can
be allowed in the estimation of relative velocity changes,
we generate synthetic signals with models having a 0.1%
relative velocity change and various perturbations of the
source parameters. The values of the source parameter per-
turbations are given in Tables 1 and 2. Figure 7 shows the

estimated relative velocity changes from signals generated
from sources at different locations. The figure shows that
we can recover the relative velocity change of 0.1% using
doublets (two sources) within a sphere of radius �d/4, where
�d is the dominant wavelength of the seismic signal which
is approximately 140 m. This is consistent with the criterion
we derived in section D, which predicts that for an accurate
estimation of the subsurface velocity change, the shift in the
source location has to satisfy

D
�d

<
p

2
ˇ̌̌
ˇ
�
ıV
V0

�ˇ̌̌
ˇ fdt, (16)

where fd is the dominant frequency of the signals, hıV/V0i
is the average velocity change in the subsurface, and t is the
centertime of the processed signal. The criterion is derived
from a comparison of the phase changes due to velocity
changes with those due to shifts in the source location. For
the results in Figure 7, our model parameters are hıV/V0i =
0.1%, t = 10 s, and fd ' 25 Hz. With these values, the
constraint on the source location shift for Figure 7 is

D
�d

< 0.35. (17)

Figure 7 shows that for D/�d � 0.3, the estimated velocity
change deviates significantly from the real velocity change;
this is in agreement with equation (17). The criterion in
equation (16) imposes a constraint on the spacing require-
ments for the source locations of the doublets used for time-
lapse velocity change monitoring with microearthquakes.
Alternatively, equation (16) gives the magnitude of a veloc-
ity change that is resolvable with a given shift in the source
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Figure 8. Effect of source angle perturbation on estimated
velocity change. (a) The estimated relative velocity changes
are from a 0.1% model velocity change (red line) and various
source radiation perturbations (Table 2). (b) The decorre-
lation of the doublets, due to source angle perturbations,
measured by maximum cross-correlation values. Stations
SW, SE, NE, and NW positions are given in Figure 2.
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Figure 9. Source radiation pattern of the modeled earth-
quake sources before and after simultaneous perturbation
of the source angles (strike ��, rake ��, and dip �ı) of
20ı each.

location. According to equation (16), the allowable source
separation increases with the centertime t of the employed
time window. This is due to the fact that the imprint of
the velocity change is more pronounced as the waves have
propagated over a greater distance through the perturbed
medium. However, signals at later times in the coda are
more affected by the presence of additive noise because the
signal-to-noise ratio usually decreases toward the late coda.

[15] We also investigate the effect of the source radiation
properties on the estimated velocity change of the medium
of interest. Figure 8 shows the estimated velocity changes
from a model with 0.1% velocity change using sources with
perturbed radiation angles (measured by h�i). The values of
the perturbed source radiation angles are given in Table 2.
In Figure 8a, the estimated velocity change at the individ-
ual stations progressively deviates from the true velocity
change of 0.1% with increasing change in the orientations of
the source angles. This deviation is due to the decorrelation
between the perturbed and the unperturbed signals as shown
in Figure 8b, which shows the maximum normalized cross
correlation of the codas within the processed time window.
With an increasing change in the orientation of the sources,
the maximum cross-correlation value of the waves excited
by the doublets decreases. However, for source angle pertur-
bations as large as �� = 28ı, �� = 28ı, and �ı = 28ı,
which corresponds to |h�i| = 0.72 (Figure 8a), the maximum
deviation from the 0.1% model velocity change is approxi-
mately 0.01%. This is a small change compared to velocity
changes resolved from seismic signals in practice. The max-
imum cross correlation (Figure 8b) can be retrieved from
the data and can be used as a diagnostic of the accuracy of
the estimated velocity change. In this example, a maximum
cross correlation of 0.7 indicates an error of about 10% in
the estimated velocity change. The difference in the errors
observed among the four stations (SW, SE, NE, and NW) is
due to the differences in the amplitude perturbations result-
ing from the changes in the source angles. Figure 9 shows
that with source angle perturbations of�� = 20ı,�� = 20ı,

and �ı = 20ı, the loops in the radiation pattern in the NE
and SW directions change more dramatically than those in
the NW and SE directions. For the parameters used in this
experiment, the transport mean free time t*, defined as the
time over which the scattered waves loses their directions, is
given by t* = l*/c = 8.7 s. c is the propagation velocity of
the scattered waves. The time interval used for the analysis
of the coda waves is 3.6 to 20 s (Figure 3). This means that
the coda waves in the early part of the time interval used still
retains information about the direction in which they were
radiated. The changes in the radiation pattern thereby result
to a higher error in velocity changes estimated with stations
NE and SW than those with stations NW and SE.

4. Discussion and Conclusion
[16] In this study, we investigate the influence of pertur-

bation in source properties (location and radiation) on the
estimation of velocity changes. These velocity changes are
extracted from multiply scattered signals (codas) of repeat-
ing events. We show that we can resolve accurate values of
relative velocity changes if the shift in the source location
satisfies equation (16). This constraint depends on the dom-
inant frequency of the signal, the estimated relative velocity
change, and the centertime of the employed time window.
This places a restriction on the relative event locations that
can be used to estimate the relative velocity change of the
subsurface. However, to use this constraint, we need to know
the magnitude of the relative velocity change we seek to
measure. Preliminary results on the velocity change can be
used to pick events satisfying equation (16) for an accu-
rate estimation of the velocity changes. Using doublets that
do not satisfy the constraint result in an inaccurate esti-
mate of the velocity change. Weaver et al. [2011] similarly
showed that changes in noise sources induce error in velocity
change estimated from correlation signals obtained from the
noise signals. Although our study differs from Weaver et al.
[2011] in that we are using the coda signals from the earth-
quake sources, the actual velocity changes can be estimated
from the signal in the presence of the source perturbation as
shown by Weaver et al. [2011], except when the criterion in
equation (16) is violated.

[17] A significant change in the source mechanism of
double-couple sources can introduce a bias in the estimation
of relative velocity change. This bias is due to the decorrela-
tion of the perturbed and unperturbed signals which lowers
the accuracy of the estimated velocity change. As shown
in Figures 6b and 8a, some of the stations underestimate
while others overestimate the velocity change. However, this
bias is negligible for the typical velocity changes resolved
from seismic signals in practice. This result permits the use
of sources of different orientations for the estimation of
velocity changes, provided that the maximum cross corre-
lation of the source signals is greater than 0.7 as shown in
Figure 8b. For a consistent estimate of the velocity change,
using multiple stations is useful to ascertain the accuracy of
the estimated velocity change in an isotropic subsurface.

[18] The theory presented in this study is based on a num-
ber of simplifications and assumptions. First, we assume a
uniform velocity change across our model. For the case of
a localized isotropic velocity change, the resolved veloc-
ity change is a fraction of the local velocity change,
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where the fraction is dependent on the amount of time
the codas spend within the perturbed region relative to the
unperturbed region.

[19] In this study, we assume that the scatterer density is
uniform in all directions from the source. We also ignore
changes in the scattering properties which might include
shifts in scatterer locations [Niu et al., 2003; Snieder and
Page, 2007] and changes in the scattering strength of the
scatterers. These changes in the scatterer properties can be
due to changes in fluid properties such as fluid migration
or opening and closing of fractures and pre-existing faults.
If the shifts in the scatterer location are random, then the
average traveltime perturbation due to scatterer location shift
is zero. However, if the shifts in the scatterer locations are
nonrandom or directional, then the average time perturba-
tion due to scatterer location shift over all takeoff angles is
a nonzero mean traveltime change. A nonzero mean travel-
time perturbation is also expected for nonuniform scatterer
density. The scattered signals lag behind while traveling
through a higher scatterer density region compared to a
lower scatterer density region. These introduce a bias in the
estimated relative velocity changes if the changes in scatterer
properties or density are significant.

[20] We used point scatterers in our numerical modeling
even though in the real world, scattering can be caused by
faults, fractures, horizontal, or dipping layers. The employed
modeling uses scalar waves; hence, it does not account for
mode conversions of elastic waves (for example, P-to-S or S-
to-P and surface waves) that might result due to the presence
of layers, free surface, and fractures. The coda is usu-
ally dominated by S wave [Aki and Chouet, 1975; Snieder,
2002]; hence, the mode conversions between P and S waves
do not dominate the details of the scattering processes.

Appendix A: The Time Perturbation Due to a
Perturbed Source

[21] From Figure 1, the traveltime tT for the signal along
path T from the unperturbed source to the first scatterer along
path T is given by

tT =
LT

V0
, (A1)

where V0 is the unperturbed medium velocity. The traveltime
tT 0 for the signal along path T 0 from the perturbed source to
the same first scatterer is given by

tT 0 =
LT 0

V
. (A2)

We assume that the signals from both sources after scattering
by the first scatterer travel along the same path (Figure 1).
We define LT = LT 0+ıL and V = V0+ıV, where ıL = –(OrT �D),
with D as the perturbation of the source location and OrT
as the takeoff direction from the first source to the scat-
terer. The takeoff direction from the source OrT in spherical
coordinates is

OrT =

0
@ cos sin 


sin sin 

cos 


1
A , (A3)

where 
 and  are the co-latitude and longitude in spherical
coordinates, respectively. The traveltime for the signal along

path T from the second source to the first scatterer can be
re-expressed as

tT 0 =
LT 0

V0 + ıV
(A4)

'

�
1

V0
–
ıV
V2

0
+ : : :

	
LT –

�
1

V0
–
ıV
V2

0
+ : : :

	
� (OrT � D). (A5)

Ignoring the terms of second order or higher in the velocity
change and source displacement, equation (A5) gives,

tT 0 '
LT

V0
–
�
ıV
V0

	�
LT

V0

	
–

(OrT � D)
V0

, (A6)

= tT + tpv + tpl. (A7)

Therefore, the time perturbation along path T 0 is given as

tT
0

p = tT 0 – tT = tpv + tpl, (A8)

where tpv is the time shift due to velocity change and tpl is
the time shift due to shift in source.

[22] We need to derive the expression for htpi. With
equations (6) and (A8), the average time perturbation is
given,

htpi =
P

T A2
TtTpP

T A2
T

=
–
P

T A2
T

��
ıV
V0

� �
LT
V0

�
+
�
OrT�D
V0

��
P

T A2
T

,

=
�
ıV
V0

� R
T LT/V0 d�R

T d�
+
R

T(OrT � D)/V0 d�R
T d�

, (A9)

where
R

T : : : d� denotes an integration over all takeoff
angles. In 3-D, the integration limits of d
 and d are
[0,	] and [0, 2	], respectively. Since

R
T OrT d� = 0 andR

T(LT/V0) d�/
R

T d� = t, where t is the traveltime of the
scattered ray from the source to the receiver along path T,
equation (A9) reduces to

htpi = –
�
ıV
Vo

�
t. (A10)

Hence, to first order in D, the average traveltime perturbation
depends only on the velocity changes within the explored
medium.

Appendix B: Variance of Time Perturbation
[23] The variance of the traveltime perturbation, using

equation (6), is given by

�2
t =

P
T A2

T (tp – htpi)2P
T A2

T
= ht2pi – htpi2, (B1)

where using expression (A8) ht2
pi is given by

ht2pi =

P
T A2

T

�
–
�
ıV
V0

� �
LT
V0

�
– OrT�D

V0

�2

P
T A2

T
. (B2)

Expanding equation (B2) gives

ht2pi =
X

T

A2
T

 �
ıV
V0

	2 �LT

V0

	2

+
�
OrT � D

V0

	2

+2
�
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		,X
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T . (B3)
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In equation (B3), R
T (OrT � D)2 d�R

T d�
=

D2

C
, (B4)

where C = 1, 2, or 3 equals the dimension of the problem
and R

T OrT � D d�R
T d�

= 0, (B5)

Therefore, in 3-D,

ht2pi =
�
ıV
V0

�2

t2 +
D2

3V 2
0

, (B6)

Combining equations (B5) and (A10), the total variance of
the time perturbation is

�2
t =

D2

3V 2
0

. (B7)

In the absence of additive noise, the variance of the travel-
time perturbation thus depends only on the shift in the source
location. With the estimate of the subsurface velocity, we can
estimate the shift in the source location from equation (B7).

Appendix C: Error Estimation
[24] We estimate the error associated with the estimated

relative velocity change using the data residuals from the L2
norm. Using equation (7) and a Taylor series expansion of
OU(t + tp) with respect to t in terms of U(t),

OU (t + tp) = OU (t – �t) ' U(t) – �t
dU(t)

dt
, (C1)

where � =
D
ıV
V0

E
. Here, we assume that � is constant across

the signal. Including additive errors ıU(t) in the data with
standard deviation �U, equation (C1) gives

OU (t – �t) + ıU(t) ' U(t) – (� + ı�) t
dU
dt

, (C2)

where ı� is the error of the relative velocity change due to
the error in the data OU (t + tp). The relationship between the
data error and the error in the relative velocity change, then
gives

�U ' �ıv t
dU
dt

, (C3)

where �ıv is the standard deviation of the error in the relative
velocity change. Therefore, the error in the relative velocity
change between the perturbed and unperturbed signals is

�ıv = ||O� – �||2 �
�U

||M||2
, (C4)

where O� and � are the estimated and the exact relative veloc-
ity changes, respectively, and ||M||2 is 2	 fd t ||U||2, with fd as
the dominant frequency of the signal. Therefore, the error in
the estimated relative velocity change �ıv is

�ıv �
�U

||U||22	 fd t
. (C5)

In practice, t is the centertime of the used time window, and
||U||2 is the amplitude of the data.

[25] The error equation (equation (C5)) depends on the
dominant frequency of the signal, the length of the signals,

and the amplitude difference between the signals OU(t) and
U(t) which is normalized by the amplitude of U(t). The error
in the data �U is due to any dissimilarity between the two
signals OU(t) and U(t) resulting from either shift in the source
location or the presence of additive noise.

Appendix D: Comparative Time Shift Between
Changes in Velocity and Source Location

[26] In this section, we compare phase shifts due to the
shift in the source location to the phase shifts resulting from
velocity change within the subsurface. If the phase of the
wave that travels over a distance r from a source to a scat-
terer is exp(ik � rT), then the phase change due to shift in the
source location along path T is

exp (–ik(OrT � D)) = exp (–ikD cos 
T), (D1)

where 
T is the angle between the takeoff ray of path T and
the shift in the source location D, and k = 2	 /�. For D/� < 1,
we can approximate equation (D1) as

exp (–ikD cos 
T) ' 1 – ikD cos 
T –
1
2

(kD cos 
T)2. (D2)

The average value of the phase changes due to the shift in
the source location is

hexp (–ikD cos 
T)i ' 1 – ikDhcos 
Ti –
1
2

(kD)2hcos2 
Ti, (D3)

assuming we sum over all angles hcos 
Ti = 0. For equal
contribution from all takeoff angles in 2-D (the numeri-
cal simulations in section 3 are in 2-D), hcos2 
Ti = 1

2 .
Therefore,

hexp (–ikD cos 
T)i ' 1 –
1
4

k 2D2. (D4)

Also, if the phase of the wave that travels over a time t is
exp(–i!t), then the phase change due to the change in the
medium velocity is

exp (–i!�t) ' 1 – i!�t –
1
2

(!�t)2, (D5)

where �t is the time shift due to velocity change. The
second-order terms contribute to the variance of the phase
change. Therefore, for an accurate estimation of the velocity
change,

1
4

k2D2 <
1
2
!2�t2. (D6)

Equation (D6) implies that

D
�

<
p

2 f |�t |. (D7)

But the average value of time shift due to velocity change
h�ti is

h�t i = –
�
ıV
V0

�
t. (D8)

Therefore, equation (D7) reduces to

D
�

<
p

2 f
ˇ̌̌
ˇ
�
ıV
V0

�ˇ̌̌
ˇ t. (D9)

Equation (D9) shows that for an accurate estimation of rela-
tive velocity changes, the shift in the source location D has
to satisfy equation (D9). For practical purposes, � and f can
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be defined as the dominant wavelength and frequency of the
processed signal, respectively. Also, t can be assigned as the
centertime of the used time window.
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