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Source-receiver Marchenko redatuming: Obtaining virtual receivers

and virtual sources in the subsurface

Satyan Singh' and Roel Snieder’

ABSTRACT

By solving the Marchenko equations, one can retrieve the
Green’s function (Marchenko Green’s function) between a
virtual receiver in the subsurface and points at the surface
(no physical receiver is required at the virtual location).
We extend the idea behind these equations to retrieve the
Green’s function between any two points in the subsurface,
i.e., between a virtual source and a virtual receiver (no physi-
cal source or physical receiver is required at either of these
locations). This Green’s function is called the virtual
Green’s function, and it includes all primary, internal, and
free-surface multiples. Similar to the Marchenko Green’s
function, this virtual Green’s function requires the reflection
response at the surface (single-sided illumination) and an
estimate of the first-arrival traveltime from the virtual loca-
tions to the surface. These Green’s functions can be used to
image the interfaces from above and below.

INTRODUCTION

In this paper, we retrieve the Green’s function between two points
in the subsurface of the earth. We call these two points a virtual
source and a virtual receiver pair. To retrieve the Green’s function
at a virtual receiver for a virtual source, we require neither a physical
source nor a physical receiver at the virtual source and receiver lo-
cation. The requirements for the retrieval of this Green’s function are
the reflection response for colocated physical sources and physical
receivers at the surface (single-sided illumination) and a smooth
version of the velocity model (no small-scale details of the model
are necessary). For brevity, we define this Green’s function, i.e.,
the response of a virtual source recorded by a virtual receiver, as
the virtual Green’s function.

Similar ideas of retrieving Green’s function between two points
have been proposed, notably, in seismic interferometry (Wapenaar,
2004; Bakulin and Calvert, 2006; Curtis et al., 2006, 2009; van
Manen et al., 2006; Snieder et al., 2007; Curtis and Halliday, 2010)
and in the Marchenko method (Broggini and Snieder, 2012; Brog-
gini et al., 2012; Wapenaar et al., 2013, 2014; Slob et al., 2014;
Singh et al., 2015, 2016). However, these methods (interferometry
and the Marchenko method) have more restrictions in the source-
receiver geometry, as discussed later, for the accurate retrieval of
Green’s function than our proposed method.

In seismic interferometry, we create virtual sources at locations
where there are physical receivers. We also require a closed surface
of sources to adequately retrieve the Green’s function. Unlike inter-
ferometry, a physical receiver or physical source is not needed by our
method to create either a virtual source or a virtual receiver, and we
only require single-sided illumination (a closed surface of sources is
not needed). The Green’s function retrieved by the Marchenko equa-
tions is the response to a virtual source in the subsurface recorded by
physical receivers at the surface (Broggini and Snieder, 2012; Brog-
gini et al., 2012; Wapenaar et al., 2013, 2014; Slob et al., 2014; Singh
et al., 2015, 2016). The Marchenko retrieved Green’s function re-
quires neither a physical source nor a physical receiver at the virtual
source location in the subsurface.

Our algorithm retrieves the Green’s function (upgoing and down-
going at the receiver) for virtual sources and virtual receivers. The
Marchenko-retrieved Green’s functions are limited to virtual sources
in the subsurface recorded at the surface, but our algorithm presented
in this paper is not restricted to recording on the surface for each
virtual source. In our method, the response of the virtual source can
be retrieved for a virtual reciever anywhere in the subsurface.

Wapenaar et al. (2016) propose similar work to ours; however,
our derivation of the Green’s function between two arbitrary points
in the subsurface is used for imaging the subsurface with the up- and
downgoing virtual Green’s functions.

In this paper, we discuss the theory of retrieving the virtual Green’s
function. Our numerical examples are split into three sections: (1) a
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verification of our algorithm to demonstrate that we retrieve the up-
and downgoing virtual Green’s functions (using a 1D example for
simplicity), (2) a complicated 1D example illustrating our algorithm
accurately retrieves the Green’s function with and without the free-
surface multiples, and (3) a 2D numerical example of the virtual
Green’s function constructed in such a way that we create a wavefield
with all the reflections and direct waves from a virtual source. This
last numerical example has the discontinuities in the density and the
velocity at different locations. We then demonstrate how to apply
these retrieved virtual Green’s functions for imaging.

THEORY

To retrieve the Green’s function from a virtual receiver in the
subsurface for sources on the surface, one solves the Marchenko
equations. The retrieval only requires the reflection response at the
surface and an estimate of the first-arrival traveltime from the virtual
receiver to the surface. The retrieved Green’s function can either
include free-surface multiples (Singh et al., 2015, 2016) or exclude
these multiples (Broggini and Snieder, 2012; Broggini et al., 2012;
Wapenaar et al., 2013, 2014; Slob et al., 2014).

In addition to the retrieved Green’s function, the Marchenko
equations also give us the one-way focusing functions. These func-
tions are outputs from the Marchenko equations that exist at the
acquisition level 0D, (the acquisition surface) and focus on an ar-
bitrary depth level dD; at r = O (the time is equal to zero).

The focusing functions are auxiliary wavefields that reside in a
truncated medium that has the same material properties as the actual
inhomogeneous medium between dD, and dD; and that is homo-
geneous above dD, and reflection-free below dD; (Slob et al.,
2014). Therefore, the boundary conditions on dD, and dD; in the
truncated medium, in which the focusing function exists, are reflec-
tion free (see Figure 1). Our algorithm moves the sources of the
Green’s function retrieved by the Marchenko equations from the sur-
face into the subsurface at a virtual point with the help of the focusing
function.

In this paper, the spatial coordinates are defined by their horizon-
tal and depth components; for instance, Xy = (Xg, x30), Where xg
stands for the horizontal coordinates at a depth x5 at the datum 0D,

Homogeneous half-space

— 1

fi (x()’xi’t)

Reflection-free reference half-space

Figure 1. Up- and downgoing focusing functions f5 that focus at
x; in the truncated medium. This medium is homogeneous above
0D, and below 0D;, and it is equal to the real medium between 0D,
and oD,.

whereas x; = (xy, x3;) at the datum 0D;. Superscript (+) refers to
downgoing waves and (—) refers to upgoing waves at the observa-
tion point x. For Green’s functions labeled as G*, the superscript
refers either to downgoing waves (+) or to upgoing waves (—) at the
observation point x. In addition, wavefield quantity with a subscript
zero (e.g., Ry) indicates that no free surface is present.

One-way reciprocity theorems of the convolution and correlation
type (equations 1 and 2) are used to relate up- and downgoing fields
at arbitrary depth levels to each other in different wave states (Wa-
penaar and Grimbergen, 1996). The one-way reciprocity theorems
(for pressure-normalized wavefields) of the convolution and corre-
lation type are

/a )03+ P3(0spi e =

_AD P (X)[(05p1)p5 + (0sp7) il (1)

i

/aD P~ (X)[(p2)*(9sp5) + (P3)"(95Pp)ldxy =

- /aD P X)[(03p) P + (05p7) PEldx;.  (2)

i

where the asterisk * denotes complex conjugation; subscripts A and
B are two wave states, where p and p3 are the arbitrary solutions
of the homogeneous wave equations in the region between the two
boundaries; and 0D and dD; are the arbitrary depth levels. To apply
equations 1 and 2, we assume that there are no sources between 0D
and oD,.

The correlation reciprocity theorem (equation 2) is based on
time-reversal invariance of our wavefields, which implicitly as-
sumes that the medium is lossless. Also, equation 2 ignores evan-
escent waves; hence, all our results obtained from equation 2 are
spatially band limited (Wapenaar et al., 2004). More details on
one-way reciprocity can be obtained in Wapenaar (1998) and Wa-
penaar et al. (2001, 2004).

Wave state A is defined for the truncated medium, and p, is the
focusing function. The one-way wavefields for wave state A for a
source at x; are provided in Table 1 and Figure 1.

The Green’s functions in the actual medium are defined as wave
state B. Although we consider wave states A and B to be the focus-
ing function and Green’s function, respectively, these wave states
can be interchanged. The one-way wavefields for wave state B, the
actual medium, for a source at x;" are provided in Table 1 and Fig-
ure 2. These Green’s functions are retrieved using the Marchenko
equations and include the primary, internal, and free-surface multi-
ple reflections of the actual medium (Singh et al., 2015, 2016).

We substitute the one-way wavefields described in Table 1 into
equations 1 and 2, and we also use the sifting property of the delta
function to yield

2 0
G (x.xf.0) = / p(x0) (056 (x0.X!". )
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X f1 (X0.X{, @) +70;G~ (X0, X}, @) f1 (X, X, @) dXp,  (3)
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where r denotes the reflection coefficient of the free surface (in the
examples shown in this paper, r = —1). Note that equations 3 and 4
yield the up- and downgoing virtual Green’s functions, respectively,
for a virtual receiver at X; above a virtual source at Xj’ " in the subsur-
face; i.e., x3; < x3 ;.

In equations 3 and 4, we interchange x{ and x;’ leading to

2 ©
6 xf) == [ plxa) 103G (x0.0)

X1 (Xo,Xj',@) + 703G~ (X, X, @) f7 (X0, X', )] d, ®)

2 0
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We include the Heaviside functions to indicate that the virtual reci-
ever x3; is either above {H(x3/; —x;,)} or below {H(x], — x3/,)}
the virtual source x3';.

Note that the retrieved virtual Green’s functions in equation 10
are not limited to the source x;" being below the receiver x;, but they
hold for arbitrary positions in the subsurface of the virtual receivers
x; and virtual sources x/’.

To compute the virtual Green’s function in equation 10, we re-
quire (1) Green’s function G~ (X, X, @) at the surface X, for a virtual
source atx; and x;" and (2) the focusing function f +(x9, X, w) at the
surface x for a focal point at x; and x/’. We retrieve both functions
by solving the Marchenko equations using only the reflection re-
sponse (including free-surface multiples) at the surface and a smooth
version of the velocity.

We can also retrieve the virtual Green’s function that does not
include free-surface multiples by setting the reflection coefficient
r at the free surface to zero in equation 10. Thus, the equation
to retrieve the virtual Green’s function without the presence of a
free surface is

(6)

The retrieved one-way Green’s functions in equa-

tions 5 and 6 are for a virtual receiver xj’ " above

Table 1. The wavefields of the focusing function f; and Green’s functions at the
acquisition surface 0Dy and the level 0D;. The term pT symbolizes the one-way
wavefields in the frequency domain for wave state A, at arbitrary depth levels in
the reference medium (see Figure 1), whereas pf symbolizes one-way wavefields
at arbitrary depth levels in the inhomogeneous medium in wave state B, where r

the virtual source x;. We add equation 3 to equa-

is the reflection coefficient of the free surface (see Figure 2).

tion 4 and equation 5 to equation 6, yielding
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where f5(x{, X9, w) = f1 (X0, %X/, ®) — fT (%o, X{,w)* (Singh et al.,
2015).
Applying the source-receiver reciprocity to equation 8, we obtain

2 ©
Glxixfo) = / p(x0) 135G (X0, X, )

X [ (X', X, @) +70;G™ (X0, X{, @) f2(X], X0, @)"|dXg.  (9)

Equation 9 yields Green’s function for a virtual reciever below a vir-
tual source. By adding equations 7-9, we yield the virtual Green’s
function, at an arbitrary receiver x; for an arbitrary source at x;":
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Figure 2. The Green’s functions in the actual inhomogeneous
medium in the presence of a free surface at the acquisition surface
0D and the arbitrary surface 0D;. The tree indicates the presence of
the free surface.
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where Go(x{ ,xj' ' w) is the virtual Green’s function without free-
surface multiples for a virtual receiver at x{ and virtual source at x;".

NUMERICAL EXAMPLES

To show a proof of concept for our algorithm, we begin with a
simple 1D numerical example. Our model consists of two homo-
geneous layers separated by an interface at 0.5 km with constant
density and velocity in each layer and a free surface. At the inter-
face, the velocity changes from 2 to 2.8 km, whereas the density
changes from 1 to 2.5 gem™.

Figure 3. Schematic of the up- and downgoing events at the receiver
position for the simple two-layer model. The solid lines represent
upgoing events, whereas dotted events represent downgoing events.
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Figure 4. The input wavefields required for equations 3 and 4. The

two-way Green’s functions G(xg.x;’, ) (solid line) retrieved by the

Marchenko equations in the presence of a free surface for Xj’ I =

1.75 km and the downgoing focusing function f*(xy, X/, ¢) (dotted
5 km.

line) solved by the Marchenko equations for x; = 0.2

Our objective is to retrieve the virtual up- and downgoing Green’s
functions G*(x;, Xj’ ', w) at the virtual receiver x; = 0.25 km for a
virtual source at xj’ " =1.75 km; a schematic of these waves is
shown in Figure 3. To retrieve the virtual Green’s function, we solve
equations 3 and 4. These equations require at the surface xy: (1) The
focusing function f7*(xo, X/, 1) and (2) Green’s function G(xy,x;", 7)
with their virtual source locations at x{ and x;’, respectively.
The focusing functions are up- and downgoing at the surface 0D,
and they are shaped to focus at the virtual receiver x; = 0.25 km
for t =0.

We retrieve the one-way focusing functions at the surface by
solving the Marchenko equations (Singh et al., 2015, 2016). The
downgoing focusing function is shown in Figure 4 by the dotted
line (normalized by its maximum amplitude). Because the medium
between the surface and the focusing point is homogeneous, the
upgoing focusing function vanishes because it suffices to only have
a downgoing focusing function to create a focus at x; = 0.25 km
(see Figure 4).

The Green’s function G~ (X, x;’,7) (on the right side of equa-
tions 3 and 4) needed for our virtual Green’s function (on the left
side of equations 3 and 4) is retrieved by the Marchenko equations
as well. The function G~ (xg, xj/ !, 1) includes free-surface multiples,
internal multiples, and primaries. The function G™(xo,X;’, ) is the
response of a virtual source at xj’ " = 1.75 km recorded at the surface
0D, (see Figure 4).

To solve the Marchenko equation, to obtain the focusing func-
tions f*(xy, x/, 1) and the Green’s function G~ (X, xj’ ’,t) and, con-
sequently, the virtual Green’s function from equations 3 and 4, we
require the reflection response at the acquisition level (which in-
cludes all multiples and primaries) and an estimate of the traveltime
from each of the virtual points to the acquisition level.

By substituting G‘(xo,xj’ )t) and fi(xo,xi’ ,t) (shown in Fig-
ure 4) into equations 3 and 4 and adding the corresponding up-
and downgoing virtual Green’s functions, we obtain the two-way
virtual Green’s function G(x;/,x’, t) recorded at a virtual receiver

0.5

Normalized amplitude
o

-0.5

0 1 2 3
Time (s)

Figure 5. Green’s function with virtual source Xj’ "at depth 1.75 km

and recording at the virtual receiver x; at depth 0.25 km. The thicker
black line is the modeled Green’s function, and superimposed on it
is the retrieved Green’s function. Each trace is divided by its maxi-
mum amplitude; hence, the y-axis label is called normalized ampli-
tude. The plot limits are chosen between 0.5 and —0.5 normalized
amplitude to visualize the smaller amplitude events better.
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located at x{ =0.25 km and a virtual source located at X’ =
1.75 km (see Figure 5). This figure illustrates that we can accurately
retrieve the virtual Green’s function because there is minimal mis-
match with the modeled Green’s function (in black; the source is at
1.75 km, and the receiver is at 0.25 km). The modeled Green’s func-
tion is computed using finite difference with the exact velocity and
density. Note that the plots that compare the virtual Green’s function
with the modeled Green’s functions are normalized because we do
not retrieve the virtual Green’s function with the correct amplitudes
but with the correct relative amplitudes.

Figure 3 shows a schematic of a few of the up- (solid lines) and
downgoing (dashed lines) events at the virtual receiver above the
virtual source in our one-interface model. These events (numbered)
in Figure 3 correspond to the retrieved virtual up- and downgoing
Green’s functions in Figure 6, at the correct traveltimes, hence, con-
firming the proof of concept of our one-way equations in equations 3
and 4.

0.5

Normalized amplitude
o

0 1 2 3
Time (s)

Figure 6. The up- (solid line) and the downgoing (dotted line)
Green’s functions with the numbers in Figure 3 corresponding to the
the appropriate event.
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Figure 7. The 1D velocity model without a free surface. The red dot
at 0.75 km is the location of the virtual receiver, whereas the blue dot
at 1.75 km is the position of the virtual source for the retrieved virtual
Green’s function.

The second example illustrates the retrieval of the virtual Green’s
function without the free-surface reflections for the model given in
Figure 7 with the virtual source and receiver shown by the red and
blue dots, respectively. This example also contains variable density,
with discontinuities at the same depth as the velocity model, with
densities ranging from 1 to 3 gcm™. As shown in Figure 8 (the
virtual Green’s function in the second example), there is an almost
perfect match between the modeled Green’s function and the re-
trieved virtual Green’s function.

Figure 9 shows the virtual Green’s function using the same model
in Figure 7 but with free-surface multiples. We note the increased
reflections and complexity that the free surface introduces (Figure 9)
compared to the case without the free surface (Figure 8). The match
between the modeled Green’s function and the retrieved Green’s
function using our algorithm is almost exact (see Figure 9).

0.5

Normalized amplitude
o

o
-

2 3
Time (s)

Figure 8. Virtual Green’s function (white line) with v1rtual source
x’ "at depth 1.75 km and recording at the virtual receiver x; at depth
0'75 km superimposed on it the modeled Green’s function (black
line). Both Green’s functions do not include free-surface multiples.

0.5

Normalized amplitude
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Figure 9. Virtual Green’s function with free-surface multiples
(white line) with virtual source x;” at depth 1.75 km and recording
at the virtual receiver x; at depth 0.75 km for the model in Figure 7
with a free surface. The modeled Green’s function is superimposed
on it, which also includes the free-surface multiples (black line).
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The 1D numerical examples have perfect aperture; hence, the 1D
examples almost perfectly match the retrieved virtual Green’s func-
tion to the modeled Green’s function. The equations to obtain the
virtual Green’s function are multidimensional. We next show a 2D
numerical example of the virtual Green’s function in a velocity and
density model shown in Figures 10 and 11, respectively. Notice that
the discontinuities and the dip of the interfaces in the velocity are
different from those in the density.

Our algorithm allows us to place virtual receivers and virtual
sources in any target location in the subsurface. For our numerical
example, we retrieve the virtual Green’s function G(x{,x;", 1) (Fig-
ure 12), where x; are the virtual receivers populating the target lo-
cation at every 32 m (black box in Figure 10) and x;" = (0,0.7) km
is the virtual source (black dot in Figure 10). In Figure 12, we no-
tice that

1) In Figure 12b, the first arrival from the virtual source x!’ =
(0,0.7) km and the reflection from the bottom velocity layer.

x (km)
-1 -0.5 0 0.5

—_

o o o
=2} E N

Depth (km)

o
o]

1

Figure 10. Two-interface velocity model with velocities ranging from
2.0 to 2.4 km/s. The dot shows the position of the virtual source for
the virtual Green’s function, and the black box is the target zone in
which we place virtual receivers.

x (km)
-1 -0.5 0 0.5 1

0

0.2

E 0.4
=

a 0.6
(]
a

0.8

1

Figure 11. One-interface density model with densities ranging from
2.0to 3.0 gcm?. The dot shows the position of the virtual source for
the virtual Green’s function, and the black box is the target zone in
which we place virtual receivers.

2) In Figure 12c and 12d, the inability of our algorithm to handle
the horizontal propagating energy of the first arrival from the
virtual source, hence, the dimming on the sides of the first
arrival of the virtual Green’s function. To retrieve near-horizon-
tally propagating events (in this case, these waves are not evan-
escent) especially in the first arrival of the virtual Green’s
function, we also require a much larger aperture than is used
in this example. Note that the later arriving up- and downward
propagating waves are retrieved accurately at the depth of the vir-
tual source x{" = (0,0.7) km in Figure 12d and 12e because the
reflections are purely up- and downgoing.

3) In Figure 12c and 12d, we do, however, retrieve the reflections
from the density layer (the pink line in Figure 12), although we
did not use any information of the density model in our numeri-
cal retrieval of the virtual Green’s function.

4) In Figure 12f, the free-surface multiple is present. As expected,
there is a polarity change of the free-surface multiple compared
with the incident wave at the top of Figure 12e due to the in-
teraction of this wave in Figure 12e with the free surface.

5) In Figure 12h, we obtain the upgoing reflections caused by the
free-surface multiple interacting with the velocity and density
layer.

We compare in Figure 13, a trace of the virtual Green’s function
G(x{.x{’.1) at virtual location x{ = (0,0.17) km and x{’ =
(0,0.7) km to the modeled Green’s function, with physical receiver
and physical source at the virtual receiver and virtual source loca-
tion x{ and x/, respectively. The modeled Green’s function in Fig-
ure 13 is generated by finite differences using the exact velocity and
density. The trace of the virtual Green’s function is comparable with
the modeled Green’s function, as shown in Figure 13.

In our algorithm, we evaluate an integral over space using a sam-
pling interval dx, for example, in equations 3 and 4. These integrals
over space, which include the stationary phase contribution, also
generate artifacts due to end-point contributions. Similar to interfer-
ometry, these artifacts can be mitigated through tapering at the edges
of the integration interval (Mehta et al., 2008; van der Neut and Thor-
becke, 2009). In our 2D model, these artifacts that arise from the
integrals over space are also present. We remove these artifacts by
muting the wavefield before the first arrival of the virtual source
xj’ ’, and estimate the traveltime of the first arrival using the smooth
velocity model.

We use the up- and downgoing Green’s functions to image the
subsurface (see Figure 14) similar to the work of Wapenaar et al.
(2014) and Singh et al. (2015, 2016). The inputs to construct this
image are only a smooth version of the velocity in Figure 10 and the
reflection response (including the free-surface multiples) at the sur-
face. Note that the reflection response is the deconvolution of the
reflected waves data at the surface with the wavelet; hence, the wave-
let is assumed to be known. In our imaging example (Figure 14), we
correlate the up- and downgoing virtual Green’s functions at each
virtual receiver location evaluated at zero time for a virtual source
atx;" = (0,0.7) km. We can apply other imaging conditions to the
up- and downgoing virtual Green’s functions, as described in Singh
and Snieder (2016) that reduces the artifacts caused by multiples.

Note that we are imaging with the source located below the re-
flectors (at xj" = (0,0.7) km) which is different from other meth-
ods that use the Marchenko equations for imaging (Marchenko
imaging), in which the source must be at the surface. For compari-
son, we show the conventional Marchenko image, in which sources



Downloaded 06/12/17 to 138.67.239.178. Redistribution subject to SEG license or copyright; see Terms of Use at http://library.seg.org/

Beyond Marchenko Q19

are limited to the surface (Figure 15). Note that the polarity for the
Marchenko image (Figure 15) is opposite to our method of imaging
(Figure 14) because the source is below the reflectors for our
method. Note the difference in the bandwidth of the shallowest re-
flector in Figures 14 and 15. This difference is caused by a differ-
ence in the vertical wavenumbers that sample the reflector (Bleistein
et al., 2013).

‘We also constructed Green’s functions and the associated image
with an incorrect velocity model, as shown in Figure 16 with the
virtual source at the same depth, as shown in Figure 14 at
x;" = (0,0.7) km. This velocity model is a homogeneous model
with the velocity of the first layer in Figure 10, hence, the correct
positioning of the first layer. Note that although the velocity model
is incorrect, we do not get spurious reflectors from the mishandling

a) x (km) b) x (km)
-05 0 0.5

Depth (km)
o o
IS (¥

o
o
Depth (km)

of the multiples. The image constructed with a smooth version of
the velocity model in Figure 14 (no small-scale details of the veloc-
ity model are included) differs from the image constructed with the
wrong velocity in Figure 16, only in the positions of the interfaces.

DISCUSSION

A fair question to ask is: Why not use interferometry to cross-
correlate the Green’s function at a virtual receiver and at a virtual
source to get the virtual Green’s function between the virtual source
and the receiver? This interferometric method will not retrieve the
virtual Green’s function because we do not have a closed surface of
sources, which is required by seismic interferometry. In Figure 17
(the red line), we show the interferometric Green’s function (the

Figure 12. Snapshots of the virtual Green’s function
G(x/,x{’, t) with virtual sources x!’ = (0,0.7) km

-0.5 0 0.5 ] ]
and virtual receivers x; populating the target box in
Figure 10.
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Figure 13. Virtual Green’s function (white line) with virtual source
x/"=(0,0.7) km and recording at the virtual receiver x| =
(6, 0.17) km for the 2D model in Figure 10. The thicker black line
is the modeled Green’s function, and the superimposed on it is the
retrieved Green’s function.

X (km)

Figure 14. Image of the model in Figures 10 and 11. The imaging
condition we use is the correlation of the up- and downgoing
Green’s functions at each virtual receiver location evaluated at zero
time for a virtual source at x/’ = (0,0.7) km. The inputs are a
smooth version of the velocity and the reflection response at the
surface (includes free-surface multiples).
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Figure 15. Image of the model in Figures 10 and 11 using the con-

ventional Marchenko imaging with the correlation imaging condi-
tion (Broggini et al., 2014; Singh, 2016).

crosscorrelation of the Green’s functions from the virtual source
and receiver to the surface) for the same model (see Figure 8) with
the same virtual source Xj’ "= 1.75 km and virtual receiver x; =
0.25 km locations in the second 1D example.

Because we have reflectors below the virtual source location
xj’ "= 1.75 km (see Figure 7), our physical sources are at the sur-
face, and we include a free surface, our interferometric Green’s
function does not match the modeled or virtual Green’s function
(see Figure 17, the white line).

For the simple 2D model, the discontinuities and dip in the velocity
and density are different. However, we retrieve the two- and one-way
wavefields of the virtual Green’s function without any knowledge of
the density model or the position and strengths of the interfaces. Fig-
ure 12 shows reflections from the density interface (middle interface

in Figure 12), even though no density information was included in
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Figure 16. Image of the model in Figures 10 and 11. The imaging
condition we use is the correlation of the up- and downgoing
Green’s functions at each virtual receiver location evaluated at zero
time and zero offset. The inputs are a constant velocity (kinematics
are incorrect compared with the actual velocity model in Figure 10)
and the reflection response at the surface (includes free-surface mul-
tiples).
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Figure 17. Virtual Green’s function with virtual source xj’ " at depth

1.75 km and recording at the virtual receiver x; at depth 0.75 km
retrieved by the method of this paper (white line) and computed by
interferometry (red line). The retrieved virtual Green’s function
(white line) is almost identical to the modeled virtual Green’s func-
tion.
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our algorithm. We retrieve these reflections because the density in-
formation is embedded in the reflection response recorded at the sur-
face and the Marchenko equations are able to retrieve the density
reflections from this response.

In the case in which the kinematics of the first arrivals at the vir-
tual locations to the surface are incorrect (incorrect velocity model),
the retrieved virtual Green’s functions are incorrect, yet we still
avoid the artifacts from the multiples in the associated image.

CONCLUSION

‘We can retrieve Green’s function between two points in the subsur-
face with single-sided illumination. In general, interferometry gives
inaccurate Green’s functions for illumination from above (single-
sided) because we do not have the illumination contributions from
below. However, the Marchenko equations can be thought of as
the mechanism to obviate the need for illumination from below to
retrieve the virtual Green’s function. The removal of the requirement
for illumination from below (for interferometry) comes from the use
of the focusing function, a solution to the Marchenko equations. The
events in the focusing function only depend on the truncated medium,
and this function is solved using illumination only from above. We
explore this single-side illumination advantage of the focusing func-
tion to avoid the illumination from below to retrieve the virtual
Green’s function. Our numerical examples demonstrate that we
can image the subsurface either above and/or below our target zone.
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