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Section 1 gives the derivation of the polarization of
body waves in a rotating medium as inferred from the
Christoffel equation. An estimate of the order of mag-
nitude the ray bending for ScS2 waves propagating
through a horizontal velocity gradient in the upper man-
tle is given in section 2. We show in section 3 the data
and the used processing.

1 PLANE ELASTIC WAVES IN A
ROTATING SYSTEM

We consider the special case of a homogeneous isotropic
elastic medium and assume that that the rotation rate
is small, in the sense that Q/w < 1, where w is the an-
gular frequency of the waves. All results are accurate to
first order in ©/w. The equation of motion in an homo-
geneous elastic medium follows from expression (4.1) of
Aki and Richards (2002)

pit = A+ p)V(V-u)+pViu-202 x 0, (1)

where p is the mass density, A and p the Lamé param-
eters, and the overdot denotes a time-derivative. We
added the last term, which accounts for the Coriolis
force. Note that we have not included the centrifugal
force —pQ2 x (£2 x r) because this force gives a contri-
bution O(2/w)?, which we ignore. We seek solutions of
the form

u= qei(kfrrfwt)

; (2)

where the unit vector n gives the direction of propaga-
tion and q the polarization. Inserting this in expression
(1) gives the Christoffel equation in a rotating system

Ap, . w2 N
n(n - —q—-—2xq, 3
e ( q)+p62q Lxa 3)
where ¢ = w/k is the wave velocity.

We define a coordinate system to describe the po-
larization as shown in figure 1. We choose the z-axis in
the direction of wave propagation (z = n), and define

q:

Figure 1. Definition of the unit vectors X, y, z and the angle
0.

the unit vector x in the direction of z x . The last unit
vector is defined by ¥ = z X X, so that the system x,y,2z
is right-handed. The angle between the rotation vector
and the direction of wave propagation is denoted by 6.
The vectors X and y are given by

x=(2xQ)/sinl and § = (cosfz—2)/sind.

(4)
We write the polarization vector as a superposition
of the basis vectors:

4= GX+ @y +q:2. (5)

When using this expansion in the Christoffel equation
(3) one needs the cross product of the rotation vector
with the basis vectors. If follows from expression (4)
that

D xx=0sinfz+ Qcosby,
Qxy=—-Qcosh X, (6)

Qxz=-—Qsinf x.
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Inserting the expansion (5) into the Christoffel equation
(3), using expressions (6), and collecting the coefficients
multiplying %, ¥, and z gives

22
(L - 1) 0o + ZT (sinf g + cosf q,) =0,

pc?
2i$)
(%—1)(@—70059%20, (7)
(/\+22M —l)qz—@sirﬁqzzo.
pc w

1.1 The polarization of P-waves

Since the imprint of the rotation is assumed to be small
(©/w <« 1) the P-waves have a polarization that is close
to longitudinal. This means that ¢, = 1 and that ¢, and
@y are small. Since the polarization vector is a unit vec-
tor, it is to first order only perturbed in the transverse
direction, therefore ¢, is not perturbed. The velocity is
close to the P-wave velocity in an unrotating medium,

hence
[A+2
cp = —; K + dcp s (8)

with dcp < cp. Using a first order Taylor expansion

1 p dcp
— = 1—2%2 9
b A+2u( CP)’ ®)
Inserting this in expression (7) gives
At p 2192 210 .
/\+2qu - Tcosﬁqy = ——sin 0,
2iQ) A p
—— cosf qy =0, 10
L cosfg +)\+2uqy 0 (10)
@sina Qe = —266—}) .
w cp

Since ¢, and ¢, are small, we ignore the products
(2/w)gz and (2/w)gy in the first two lines, which gives
_ 20 A+2
Cw A+pu

With g, = 1 this gives the polarization vector for the
P-wayves:

© sinf , gy =0. (11)

4p =5+ 2iQ2sin @ A + 2u

w A+p

Using the geometry of figure 1 this can also be written
as

x. (12)

. 2042
ar =z + w A+ pu
The velocity follows by inserting g, from expression

(11) into the first line of equation (10)
&p__2A+2M<Qsm0>2

cr A+ w

Z2x Q. (13)

(14)

which means that

cP:Ji%@+omm¥. (15)

The last expression simply states that the wave veloc-
ity of P-waves is to first order in Q/w not affected by
Earth’s rotation. According to equation (12) the polar-
ization is not purely in the direction of propagation; the
P-wave has a small transverse component. In acoustic
media the polarization of P-waves is also affected by
Earth’s rotation and setting p = 0 in expression (13)
gives a P-wave polarization qp = 2z + (2i/w) 2 x €.

1.2 The circular polarization of S-waves

For the S-waves the longitudinal polarization is small,
so we use that ¢, is small. The shear velocity is given

by
cs = \/%+ dcs . (16)

Using a first order Taylor expansion in the perturbation

505
éﬁzﬁ(l—zéﬁ). (17)
c3 I cs

Inserting this in expression (7) and, ignoring cross terms
(des/es)gq. and (2/w)q=, gives

i

@qx =+ 2% cos0 qy
cs w
dcs 0
28 4 = =22 cos O qu | 1
gy =~ eost g (1)
7)\+qu = @SinO Qe -

u w

Inserting the equation of the middle line into the first
expression gives (6cs/cs)? = ((Q/w) cos0)?, or
des :iQCOSQ. (19)
cs w
For the + sign, equation (18) predicts that ¢, = —igz,
so the normalized polarization vector in the transverse
plane in given by qs = %X — iy. For the — sign in
expression (19), equation (18) states that ¢, = +igz,
hence the polarization in the transverse plane is given
by qs = x + iy.
Both transverse polarizations are circular. The first
line of expression (18) states the the S-waves have a
small longitudinal component that is for the used value
g» = 1 given by the last line of expression (18)

_ 2iQsinf p

o (20)

z

For the S-waves there are thus two solutions that are
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Figure 2. (a) a topography/bathymetry map of Japan and surroundings with the Hi-net seismic network (black triangles).
(b) Configuration for measuring the Earth’s rotation: one line of tiltmeter stations (triangles) illuminated from both sides by
earthquakes (dots). There is a gap in the station distribution between the westernmost island (Kyushu) and the island east of

Kyushu: Shikoku.

both predominantly circularly polarized, the polariza-
tion and propagation velocity of the two shear wave so-
lutions is given by

ds+ = (X — iy) + q=z with cs = /%—1—565,

Qs— = (X +1y) + ¢.z with 6521/%—565,

(21)
where the velocity shift dcs is given by
dcs Q
— = — 0 22
5= et (22

with c(SO) = /u/p. The terms ¢,z in equation (21) de-
note that the S-waves have a slight elliptical polarization
in the longitudinal direction that is akin to the slight el-
liptical polarization of the the P-wave.

2 ESTIMATION OF RAY BENDING

To estimate the change in polarization of an ScS2
wave due to lateral velocity variations we use that the
shear waves are polarized perpendicular to the rays. The
means that when the rays are bent, the shear wave po-
larizations change accordingly, and we use the ray bend-
ing as a proxy for the change in shear wave polarization.
We estimate this ray bending using ray perturbation
theory. In doing so we use a crude model where the ScS2
ray is straight and propagates through a homogeneous
velocity model that is perturbed with a weak velocity
perturbation. According to equation (27) of Snieder and
Sambridge (1992) the ray perturbation r; is in this case

given by

d2r1

ds?
where s is the arc length and U is the relative slow-
ness perturbation. For the purpose of this study we as-
sume that the lateral ray bending is caused by horizon-
tal velocity gradients in the upper mantle only. Taking
a straight reference ray of length L = 12,000 km, we
assume in the estimate a constant relative slowness gra-
dient VU for arc length L/2— D < s < L/2+ D, where
D = 600 km is used for the depth of the upper mantle.
This model only accounts for the ray bending associ-
ated with the propagation through the upper mantle
near the free surface bounce point, but since we con-
sider the change in polarization between ScS and ScS2
waves, we only need to consider the ray bending of S¢S52
caused by the propagation in the upper mantle near the
bounce point.

For this model the solution of equation (23) is, for a
ray with fixed endpoints (r1(s = 0) =ri(s = L) = 0, for
a point beyond the slowness perturbation (s > L/24 D)
given by

=VU, (23)

1 [L/2+D

n(s)=—p [ (@-ssvuad, @
L/2-D

where we used the Green’s function (17.43) of Snieder

and van Wijk (2015). The ray deflection at the receiver

follows by taking the derivative with respect to s:

dry ‘ 1/L/2+D : ,
L= = s'|VU|ds' 25
ZB|=1 ), , v (25)

Using that the slowness gradient is assumed to be con-
stant in the upper mantle

dp = D|VU], (26)
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Figure 3. Preprocessed earthquake responses for a time window encompassing ScS and ScS2. The data is bandpass filtered
between 0.01 and 0.02 Hz. (a) and (b) show the radial (R) and transverse (T) component for the westernmost event (WE, see
Fig. 2(b)). (c) and (d) show the same components for the easternmost event (EE). The red lines denote the ak135 traveltimes
(Kennett et al., 1995) of, from early to late times, ScS, sScS, ScS2 and sScS2.

Note that this quantity does not depend on the ray
length L. For D = 600 km and |VU| = 1%/200km,
the ray deflection is given by dp = 0.03 = 2°. Note that
this ray deflection is of the same order of magnitude
as the change change in polarization between ScS2 and
ScS due to Earth’s rotation.

3 DATA PROCESSING OF SCS AND SCS2
WAVES

3.1 Used data

We use ScSn waves that have bounced n times between
the Core Mantle Boundary (CMB) and the Earth’s sur-
face. ScS2 is a wave that reflects two times at the CMB
before it was measured at the Earth’s surface. For an
epicentral distance of 6 degrees, one trip back and forth
to the CMB takes about 940 seconds. Hence, by detect-
ing the polarization of ScS and of ScS2, phases with
the same, but unknown initial polarization, we can de-
tect the polarization alteration due to 940 seconds of
propagation in a rotating Earth.

To make sure that the differences in polarization
between Sc¢S2 and ScS are not caused by differences
in source radiation, we select stations nearby an earth-
quake (reducing the angles of incidence to a maximum
of 3.5°) and in a line that also intersects the epicen-
ter (reducing the azimuth variation at the largest used
epicentral distance to 2°).

Japan both has large earthquakes and a dense net-
work of seismic stations (Obara et al., 2005). We use tilt-
meter recordings of the Hi-net, which is operated by the
National Research Institute for Earth Science and Dis-

aster Prevention (NIED). The tiltmeters can be used as
seismometers, with a high sensitivity for seismic waves
with periods from tens to at least hundreds of seconds
(Tonegawa et al., 2006). The tiltmeters detect the tilt
in two perpendicular horizontal directions. By use of
the gravitational acceleration, the tilt is translated to a
horizontal acceleration. After integrating once or twice,
either the particle velocity or displacement is found.
Figure 2(a) shows 656 Hi-net tiltmeter stations that
were active in 2005. The main tectonic units are identifi-
able with their imprint on bathymetry and topography.
Figure 2(b) shows the locations of the used tiltmeters
(green triangles) that are located near a line between
two epicentres. At both ends of the line, there is a ma-
jor (magnitude larger than 6) earthquake illuminating
the structure below the line from opposite sides. The
westernmost event (WE) is the Mw=6.2 Tanegashima
(Japan) earthquake, which occurred November 21, 2005,
on a depth of 150 km. The easternmost event (EE)
is the Mw=7.2 Miyagi earthquake (Japan), which oc-
curred August 16, 2005, on a depth of 40 km. The line
of stations enables array processing to mitigate interfer-
ence of other phases than ScSn (see next section).

3.2 Processing flow

As a preprocessing, we apply rotation, bandpass filter-
ing, time windowing, and we remove erroneous traces.
The two horizontal components are rotated to the trans-
verse and radial component, where the radial compo-
nent is defined to point away from the source. In the
same step, a correction is applied for the tiltmeters not
being perfectly oriented to the North and East (Shiomd,
2013). We bandpass filter the earthquake responses be-
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Figure 4. Further processing to extract the polarization, exemplified with the S¢S time window of the WE: (a) bandpass-
filtered, time-windowed and amplitude corrected response, (b) after spatial interpolation applied, (c¢) after wavenumber bandpass
filtering applied and (d) after aligning the radial and transverse response. (e) the waves that have been removed by wavenumber

filtering. (f) estimated polarization of ScS after the different processing steps.
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tween 50 and 80 seconds. Filtering out the measurement
at periods smaller than 50 seconds removes much of the
complicated scattering in the upper mantle and near
the CMB. We time-window the responses to a dura-
tion lasting from just before the onset of S¢S to after
the recording of ScS2. As a last preprocessing step we
remove the few traces with poor signal to noise ratio,
probably caused by instrumental issues or local noise.
Fig. 3 shows the resulting responses for the WE and EE,
along with expected traveltimes of S¢S and ScS2, and
their depth phases sScS and sSc¢S2. The filtered data
are dominated by reflections of the CMB. Yet, there
are also other phases, some of which may interfere with
ScSn. These additional phases may affect the estimated
polarization of ScSn.

We select from the bandpass filtered data (Fig. 3)
a time window around S¢S and a time window around
ScS2. The time windows are chosen from minus 60 to
plus 120 seconds, with respect to the raytraced phase
arrival time for the 1D Earth model ak135 (Kennett
et al., 1995). Having two events and two phases results
in data in 4 time windows. We exemplify the further
processing for the S¢S time window of the WE. The
processing for the other time windows is identical.

We apply an amplitude correction factor to the ra-
dial component. This factor corrects for the amplitude
loss of the radial component that is not encountered
on the transverse component. This correction does not
include geometrical spreading, as this is the same for
both components. The correction does includes reflec-
tivity losses for SV waves at the free surface and the
CMB assuming the Earth is 1D (ak135 model). As a
result, the SH waves and the amplitude-corrected SV
waves are both completely reflected at the free surface
and the CMB. For the largest used epicentral distance
(12°) and a two-fold reflection at the CMB, the correc-
tion factor for the SV waves is about 7% of the total
amplitude.

Fig. 4 shows the further steps in the data process-
ing. Fig. 4(a) is the bandpass filtered S¢S recording
of the WE, time windowed between -60 and 120 sec-
onds with respect to the akl35 arrival time. To this
recording the amplitude correction has already been ap-
plied. A long wavetrain starts with S¢S and then merges
into sScS for later times. The radial component (black
traces) has the same polarity as the transverse compo-
nent (red traces). However, for plotting purposes, the
polarity of the transverse component has been negated.
A gap of traces, between 2 and 3 degrees, is due to a
large station separation between Kyushu and Shikoku.

We spatially interpolate the data using splines to
a regularly sampled distribution of epicentral distances
with a spacing of 0.1°, yielding Fig. 4(b). From the inter-
polated data, phases with steep move-outs are removed
through wavenumber filtering. Fig. 4(c) shows the data
after wavenumber filtering, whereas Fig. 4(e) shows the
data removed with wavenumber filtering. We take care

choosing the filter settings such that primarily steeply-
dipping phases are removed and S¢S is not affected. The
same filter settings are used for both earthquakes and
both phases.

Small timing mismatches occur between the radial
and transverse components, either through interference
with scattering from nearly flat interfaces (which are
not removed by the wavenumber filter) or by anisotropy.
These timing mismatches are estimated by crosscorre-
lating the radial with the transverse component for a
time window between -10 and 50 seconds. The found
delay times are subsequently used to shift one of the
components, yielding Fig. 4(d). The shifts applied are
much smaller than the dominant period of ScS. Hence,
visually, Fig. 4(d) is almost identical to Fig. 4(c).

Finally, the polarization angle is estimated with re-
spect to the radial component (Fig. 5), using the data
variance tensor (Aster et al., 1990). The polarization in
the horizontal plane is measured clockwise from the ra-
dial direction and lies between 0 and 180 degrees. We
use a 30 seconds time window which is centered 20 sec-
onds after the ak135 raytraced arrival time of ScS. Fig.
4(f) shows the estimated polarizations after the different
processing steps:

(i) Red dots: After merely bandpass-filtering, the po-
larization shows a large scatter from station to station,
primarily caused by interference by other phases and lo-
cal variations in structure. Besides, a small polarization
scatter is caused by azimuthal variations from station
to station, as the station are not perfectly inline.

(ii) Orange dots: After additionally applying ampli-
tude correction, the polarization angle is slightly re-
duced. The amplitude correction, and hence the polar-
ization angle reduction, increases with distance.

(iii) Green dots: After additionally applying
wavenumber filtering, the polarization becomes
much smoother as function of distance. Local pertur-
bations, either caused by structure, by interference, or
small azimuth variations, are largely removed by the
wavenumber filter.

(iv) Purple dots: After additionally applying time-
alignment of both components, the polarization is only
somewhat altered for the larger distances. This last pro-
cessing step is more important for ScS2, for which the
components shows larger timing mismatches than for
ScS.

Using identical processing as shown in Fig. 4, the
data was prepared and the polarization was extracted
for the other three time windows (ScS2 of the WE
and ScS and ScS2 of the EE). The polarization esti-
mated after all the processing (like the purple dots in
Fig. 4(f)) are used for estimating the Earth’s rotation.
Fig. 5 shows the estimated polarizations as function of
epicentral distance.
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Figure 5. (a) and (b) are schematic source (dot) and receiver (triangle) configurations for the EE and WE, respectively. The
polarization angle ¢ is defined as the clockwise angle between the radial and plane of polarization (red line). The azimuth (az)
is taken at the source, as the clockwise angle between the North and the ray connecting source and receiver. The backazimuth
(baz) is taken at the receiver, as the clockwishe angle between the North and the ray going from the receiver to the source. The
radial direction is taken opposite to the baz. (c) and (d) depict the extracted polarizations of S¢S and ScS2, for the EE and

WE, respectively.

3.3 Error propagation

In the main text, rotation-induced polarization is esti-
mated as a the difference of S¢S and S¢S2 polarization,
averaged over the WE and EE. In this section, we es-
timate the error of measuring the polarization of ScS
along the receiver line = (psecs(z)) and evaluate how
this error propagates into the estimation of rotation-
induced polarization. The polarization of S¢S along the
receiver line is a function of:

® ... the source polarization, which includes both
the moment tensor and the structural perturbation near
the source,

® psruc: the structural polarization perturbation
(Section 2) below the receiver array, and

® ,,:: the rotation-induced polarization perturba-
tion (see main text).

The take-off angles at the source vary little over the
array, for the different ScS source-receiver paths. Also,
the ScS travel times show little variation over the array.
Thus, we assume @grc and ot to be constant. Hence,
when removing the mean from @g.s(z) a perturbation
remains due to receiver structure and to additive noise
in waveforms: @struc(®) — Pstruc + Proise(x), where de-

notes the mean value over x and @noeise iS a spurious
term due to remaining noise. The de-meaned ScS po-
larization functions are shown in Fig. 6. For the WE, the
ScS propagation is from west to east along the receiver
line, as indicated with the yellow arrow. For the EE, the
propagation direction is opposite. When following the
directions of the ray as indicated by the arrows, it can
be seen that where the polarization for the WE goes up,
it goes down for EE, and vice versa. This observation
confirms that the structural polarization perturbations
are opposite for oppositely traveling waves.

We use the difference of the functions in Fig. 6
to estimate the error of measuring @gcs. This differ-
ence would be zero if the configuration were perfect,
the equipment were ideal, the processing perfectly can-
celled all the noise and introduced no errors by itself.
The mean and standard deviation of the difference of
the functions in Fig. 6 are 0° and 0.83°, repectively. As-
suming the errors on recording ¢sc.s(z) from the WE
and EE are independent, the standard deviation of the
error of pscs(z) reads o = 0.83°/ﬂ = (0.59°.

In the main text, we compute the S-wave polariza-
tion change by taking the difference between ¢gscs(x)
and pses2(z) . Assuming the errors on measuring @ses
and @scs2 to be identical and independent, the stan-
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Figure 6. Similarity of ScS polarization along the receiver
line (fig. 2b) between the West Event (yellow line) and the
East Event (green line). The receiver distance is with respect
to the westernmost receiver in the line. The arrows denote
the direction of wave propagation along the line.

dard deviation o of the error of detecting this difference
equals 0.83°. In the main text, the rotation-induced po-
larization change (light-green line in figure 3c) is es-
timated by averaging ¢scs2(x) — @ses(x) over both
events. This results in a mean value p(z) that is es-
timated with an error o = 0.83°/+/2 = 0.59°.
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