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ABSTRACT

The phrase virtual source refers to two different techniques in this dissertation.

In the first half of the dissertation, it refers to interferometry and in the second half it

uses the concept of the synthetic aperture technique. In interferometry, a receiver is

converted to a “virtual source”. In the synthetic aperture technique, a large “virtual

source” is constructed by adding small sources.

Interferometry has been popularly used in the seismology community since the

beginning of this century. The wave propagation between two receivers can be re-

constructed by cross correlating the wave fields excited by uncorrelated sources on a

closed surface surrounding two receivers, providing the medium is enclosed by sources.

Cross-correlation interferometry is also proven to be applicable to diffusive fields. In

this thesis, I pursue the application of interferometry to low frequency diffusive elec-

tromagnetic fields used in Controlled Source Electromagnetics (CSEM). For such dif-

fusive fields, interferometry requires a volume distribution of sources to reconstruct

the diffusion response between receivers. In practice, finding the optimal distribu-

tion of sources for interferometry is critical because there are only a finite number of

sources. I study the required source distribution in cross-correlation interferometry

for both wave propagation and diffusion. Although it is possible to apply interferom-

etry to diffusive fields using a finite number of sources, sources close to the receivers

have the largest contribution in the reconstruction. Therefore, there is no obvious

advantage to apply interferometry to diffusive fields.

I also investigate the feasibility of applying multi-dimensional-deconvolution in-

terferometry to low frequency diffusive electromagnetic fields. I show that the imprint
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of reservoirs significantly increases after applying multi-dimensional-deconvolution in-

terferometry to CSEM data. Although it does not require sources throughout the

volume, this new approach of interferometry requires densely distributed receivers.

The receiver spacing used in actual CSEM surveys is far sparser than what I used

in the numerical example. To reduce the required sampling of receivers, I introduce

the synthetic aperture concept to CSEM survey. The basic idea is that a large syn-

thetic aperture source can be constructed by adding small sources. In the context of

this dissertation, I use the synthetic aperture source as the second type of “virtual

source”. With a large synthetic source, I increase the required receiver spacing in the

inline direction for multi-dimensional-deconvolution interferometry from 50 m to 1

km, which is a realistic receiver spacing. The synthetic aperture construction in the

crossline direction needs further investigation.

Although the synthetic aperture concept has been popularly used for waves, it

is the first time this technique is used for diffusive fields. I investigate the feasibility

of steering and focusing diffusive fields. The similarities between diffusion and wave

propagation allows one to steer and focus diffusive fields both in the frequency do-

main and time domain. The detectability of reservoirs using CSEM has significantly

increased when the diffusive electromagnetic fields are steered. I analyzed the mecha-

nism of the increased reservoir imprint in measured fields and show that the detectabil-

ity of hydrocarbon reservoirs increases by both numerical and field data. Based on

the increased detectability, I also propose new acquisition systems for CSEM. These

new acquisition systems reduce the cost of CSEM surveys and provide more receiver

positions, which can also help applications of multi-dimensional-deconvolution inter-

ferometry to CSEM data. The vertical dipole source is more sensitive the presence

of horizontal extended reservoirs. The implementation of a vertical source, however,
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is challenging in field experiments. Using the concept of synthetic aperture, I show

that the radiation pattern of a vertical source can be obtained by synthetically adding

orthogonal dipole pairs.
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Chapter 1

INTRODUCTION

The “virtual source” method has been used in exploration seismic community to

find the seismic response between receivers (Bakulin & Calvert, 2004; Calvert et al.,

2004; Bakulin & Calvert, 2006; Mehta et al., 2007). In a more general sense, it

is also referred to as seismic interferometry (Wapenaar, 2004; Snieder, 2004, 2007;

Wapenaar et al., 2005; Campillo & Paul, 2003; Shapiro et al., 2005) and Green’s

function reconstruction (Lobkis & Weaver, 2001; Weaver & Lobkis, 2001; Malcolm

et al., 2004). In this dissertation I use these three phrases interchangeably. The

fundamental concept of interferometry is the following: the wave propagation between

two receivers can be reconstructed by cross-correlating received wavefields at these

two locations, providing that the two receivers are enclosed by uncorrelated sources.

The reconstructed wavefield is equivalent to the received wavefield at one receiver as

if the other receiver became a source. In this way, a receiver is converted to a virtual

source. The history of interferometry, applications to various physical science and

more complete reference work are presented in the introduction sections of Chapter

2 and Chapter 3.

There are many advantages to use a virtual source. Because it is easier to place

a receiver in the subsurface than to locate an active source, the virtual source is able

to illuminate targets that are difficult to image with active sources. Beside, the com-

plex overburden above the receivers can be removed by using seismic interferometry.

Interferometry also has the ability to create passive imaging without using an active
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source. These advantages of using interferometry has inspired research on both seis-

mic interferometry theory and its applications for the last ten years. For example,

media in which interferometry can be applied are extended from lossless and time in-

variant to more general media (Godin, 2006; Wapenaar, 2006b; Wapenaar et al., 2006;

Snieder et al., 2007; Weaver, 2008).. More mathematical operators are available to use

in interferometry besides cross-correlation, such as deconvolution (Snieder & Şafak,

2006; Vasconcelos & Snieder, 2008a,b), multi-dimensional deconvolution (Wapenaar

et al., 2008) and cross-coherence.

One extension of interferometry theory is its application to diffusive fields by

Snieder (2006b). The application of interferometry to diffusive fields allows one to

create diffusive virtual sources. One important diffusive field in exploration geo-

physics is the low frequency electromagnetic fields in the conductive subsurface used

by Controlled Source Electromagnetics (CSEM). CSEM provides the resistivity of

the subsurface and therefore it is useful to distinguish the content of fluids in porous

rocks (e.g. oil and brine). Although the theory of diffusion interferometry of Snieder

(2006b) is interesting, the source distribution for applying interferometry in diffusive

fields is unpractical. Instead of sources on a closed surface that are required for seis-

mic interferometry, diffusion interferometry requires to have sources throughout the

volume. In other words, one needs sources everywhere to apply interferometry to

diffusive fields.

In Chapter 2, I describe the required source distribution in cross-correlation in-

terferometry for both wave propagation and diffusion. Although interferometry for

wave propagation has been intensely used, the required source distribution is not

always fulfilled. This leads to the spurious events in the reconstructed wavefields. I

observe that the angle distribution of sources is a critical parameter in Green’s func-
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tion reconstruction. I also find that for strongly heterogeneous media, the common

belief that one single source is sufficient to reconstruct the full Green’s function is

not correct. In fact, a denser source distribution is required to apply interferometry

in strongly heterogeneous media than for homogeneous media. For diffusion, I find

that it is possible to use a finite number of sources to apply interferometry. Sources

close to the receivers, however, are crucial in the Green’s function reconstruction for

diffusive fields. This source distribution requirement makes it unattractive to apply

cross-correlation interferometry to diffusive fields. The purpose of the interferometry

technique is to use a receiver as a virtual source. If real sources close to the receivers

are required to do this, then one could just as well place a physical source at the

receiver position.

Later, Wapenaar et al. (2008) showed another approach of interferometry us-

ing multi-dimensional deconvolution. This approach of interferometry is applicable

to both wave propagation and diffusion. Unlike the cross-correlation interferome-

try, the source distribution is less important but the receiver distribution in multi-

dimensional-deconvolution interferometry is critical. Wapenaar et al. (2008) show

a 2-D synthetic example of using multi-dimensional-deconvolution interferometry

in diffusive electromagnetic fields. The detailed description of multi-dimensional-

deconvolution interferometry is presented in Chapter 3. I studied the feasibility of

applying this new approach of interferometry to 3-D diffusive fields and have applied

it to a synthetic 3-D CSEM survey. The imprint of reservoirs has been significantly

increased when interferometry is used. However, the required receiver distribution in

my numerical example is unrealistic. A 2-D receiver array with a receiver spacing of

50 m is required while in a real survey there is normally only one line of receivers with

a spacing of 1 km. In order to solve this requirement of a dense 2-D receiver array, I
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introduce the synthetic aperture concept at the end of chapter 3. It shows that the

receiver spacing can be extended to 1 km with a constructed large synthetic source.

The synthetic aperture technique, as described in Chapters 4 and 5, is a wave-

based concept and has been widely used in radar and sonar community (Barber, 1985;

Ralston et al., 2007; Zhou et al., 2009; Cutrona, 1975; Riyait et al., 1995; Bellettini

& Pinto, 2002). However, the use of this technique in diffusive fields is new. So

the question is: can one apply the synthetic aperture technique to diffusive fields?

In particular, I studied steering and focusing of diffusive electromagnetic fields. In

Chapter 4, I use the similarities of wave propagation and diffusion to show that

diffusive fields can indeed be steered and focused both in the frequency domain and

the time domain.

Applying synthetic aperture to diffusive fields has potential of opening new re-

search in various fields such as subsurface exploration using low frequency electro-

magnetics, submarine communications and medical imaging using diffusive light. In

this dissertation, I concentrate on applications of the synthetic aperture technique to

CSEM surveys. In Chapter 5 I show that the detectability of hydrocarbon reservoirs

significantly increases by applying field steering on both numerical examples and field

data. Consequently, deeper reservoirs are visible to CSEM and better acquisition sys-

tems become applicable. I also investigate the synthetic vertical source in Chapter 5.

A similar radiation pattern of a vertical dipole source can be constructed by adding

orthogonal horizontal dipole pairs. This new radiation pattern is more sensitive to

the subsurface reservoirs than that from a traditional horizontal dipole.
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Chapter 2

REQUIRED SOURCE DISTRIBUTION FOR INTERFEROMETRY OF

WAVES AND DIFFUSIVE FIELDS

2.1 Summary

The Green’s function that describes wave propagation between two receivers can

be reconstructed by cross-correlation provided that the receivers are surrounded by

sources on a closed surface. This technique is referred to as “interferometry” in explo-

ration seismology. The same technique for Green’s function extraction can be applied

to the solution of the diffusion equation if there are sources throughout in the vol-

ume. In practice, one has only a finite number of active sources. The issues of the

required source distribution is investigated, as is the feasibility of reconstructing the

Green’s function of the diffusion equation using a limited number of sources within a

finite volume. We study these questions for homogeneous and heterogeneous media

for wave propagation and homogeneous media for diffusion using numerical simula-

tions. These simulations show that for the used model, the angular distribution of

sources is critical in wave problems in homogeneous media. In heterogeneous media,

the position and size of the heterogeneous area with respect to the sources determine

the required source distribution. For diffusion, the sensitivity to the sources decays

from the midpoint between the two receivers. The required width of the source distri-

bution decreases with frequency, with the result that the required source distribution

for early-time and late-time reconstruction is different. The derived source distribu-

tion criterion for diffusion suggests that the cross-correlation-based interferometry is
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difficult to apply in field condition.

2.2 Introduction

The term interferometry generally refers to the study of the interference of two

signals as a measure of the difference between them (Curtis et al., 2006). The term

also refers to the technique used in seismology to extract the response which describes

the wave propagating between two receivers, as if one of the receivers were an active

source (Lobkis & Weaver, 2001; Derode et al., 2003; Weaver & Lobkis, 2004; Wape-

naar, 2004; Snieder, 2004, 2007; Wapenaar et al., 2005). This technique has been

applied in ultrasound (Weaver & Lobkis, 2001; Malcolm et al., 2004; van Wijk, 2006;

Larose et al., 2006), crustal seismology (Campillo & Paul, 2003; Shapiro et al., 2005;

Roux et al., 2005; Sabra et al., 2005a,b), exploration seismology (Bakulin & Calvert,

2004; Calvert et al., 2004; Bakulin & Calvert, 2006; Mehta & Snieder, 2008), helioseis-

mology (Rickett & Claerbout, 1999), structural engineering (Snieder & Şafak, 2006;

Snieder et al., 2006), and numerical modeling (van Manen et al., 2005). Seismic inter-

ferometry was first applied to wave propagation in non-attenuating and time-reversal

invariant media (Lobkis & Weaver, 2001; Derode et al., 2003; Weaver & Lobkis, 2004;

Wapenaar, 2004; Snieder, 2004). Later, it was shown that interferometry can not

only be applied to wavefields, but also to diffusive fields (Snieder, 2006b). Recent

proofs have been given showing that the Green’s function can be extracted for a wide

class of linear systems including those that are attenuating, as well as those that may

not be invariant for time-reversal because of flow (Godin, 2006; Wapenaar, 2006b;

Wapenaar et al., 2006; Snieder et al., 2007; Weaver, 2008).

Seismic interferometry in the exploration geophysics community is also referred

to as the virtual source method (Bakulin & Calvert, 2004; Calvert et al., 2004; Bakulin

& Calvert, 2006), and has been applied to imaging (Mehta et al., 2007; Vasconcelos
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et al., 2007). The sources used in seismic interferometry can be either controlled

shots (Bakulin & Calvert, 2004; Calvert et al., 2004; Schuster et al., 2004; Bakulin &

Calvert, 2006; Mehta et al., 2007; van Wijk, 2006) or ambient noise (Weaver, 2005;

Shapiro et al., 2005; Roux et al., 2005; Stehly et al., 2006; Godin, 2006; Curtis et al.,

2006; Miyazawa et al., 2008).

Although the extraction of the Green’s function is usually based on cross-correlation,

deconvolution can also be used (Snieder & Şafak, 2006; Vasconcelos & Snieder, 2008a,b).

The term “interferometry” in this chapter refers to cross-correlation based interfer-

ometry. Interferometry applied to acoustic waves can be expressed in the frequency

domain as (Snieder et al., 2007):

G(rA, rB, ω)−G∗(rA, rB, ω) =∮
S

1

ρ
(G∗(rA, r, ω)∇G(rB, r, ω)− (∇G∗(rA, r, ω))G(rB, r))n̂ · dS, (2.1)

where G(rA, rB, ω) is the pressure Green’s function that describes wave propagation

from rB to rA respectively, ∗ indicates complex conjugation, S is the surface where

sources are located, n̂ is the unit vector perpendicular to the surface dS, ω the angular

frequency, ρ the density and c the wave velocity. When the waves satisfy a radiation

boundary condition on the surface S, ∇G(rA, r, ω) ≈ i(ω/c)G(rA, r, ω)r̂, and equation

(2.1) becomes

G(rA, rB, ω)−G∗(rA, rB, ω) ≈ 2iω

∮
S

1

ρc
G(rA, r, ω)G∗(rB, r, ω)(r̂ · n̂)dS,(2.2)

Thus, the integration over all source positions of the cross-correlation of G(rA, r, ω)

and G(rB, r, ω) yields the superposition of the causal Green’s function G(rA, rB, ω)

and time-reversed Green’s function G∗(rB, r, ω). Using the geometric relationship
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Figure 2.1. An arbitrary surface element dS and its projection dS ′

defined in figure 2.1, equation (2.2) becomes

G(rA, rB, ω)−G∗(rA, rB, ω) ≈ 2iω

∮
S′

1

ρc
G(rA, r, ω)G∗(rB, r, ω)dS ′, (2.3)

in which dS ′ = dScosψ is the projection of the surface element dS on a circle with

radius r. A similar mathematical expression exists for the extraction of the Green’s

function for diffusion. The main difference is that the surface integral becomes a

volume integral (Snieder, 2006b):

G(rA, rB, ω)−G∗(rA, rB, ω) = 2iω

∫
V

G(rA, r, ω)G∗(rB, r, ω)dV, (2.4)

in which V is the volume containing the sources. The meaning of other terms are the

same as those in equation (2.3).
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Equations (2.3) and (2.4) show that the main difference between wave equation

and diffusion equation interferometry is the required source distribution. For waves,

equation (2.3) shows that if two receivers are surrounded by active sources on a closed

surface, the response that describes waves propagating between two receivers can be

reconstructed as if one of the receivers were an active source. For diffusion, equation

(2.4) states that sources are required to be everywhere in the volume (Snieder, 2006b).

In practice, there are only a finite number of sources. Therefore, one can never have

a closed source surface for waves or sources throughout the volume for diffusion. This

raises the question: what is the required source density and how should one locate

these sources in order to reconstruct the Green’s function accurately?

The importance of cross-correlation-based interferometry for waves has been ad-

dressed by numerous authors. Cross-correlation-based interferometry for diffusion

is still at the theory stage. In exploration geophysics, there are at least two impor-

tant diffusive fields: pore pressure and low-frequency inductive electromagnetic fields.

From the pore pressure one can infer the fluid conductivity between wells (Bourdet,

2002; Kutasov et al., 2008). Electromagnetic fields carry information about the re-

sistivity of the pore fluid and may thus help distinguish between hydrocarbons and

water. For offshore oil exploration, controlled-source electromagnetic (CSEM) is an

important technique used to detect hydrocarbons (Hoversten et al., 2006; Constable

& Srnka, 2007; Darnet et al., 2007; Scholl & Edwards, 2007).

2.3 Model and Results

I study the required source distribution in both homogeneous and heterogeneous

media for waves, and a homogeneous model for diffusion, with a finite number of

sources using numerical experiments. In the next section we discuss these simulations,

providing explanations of the observations. We first show numerical experiments
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Figure 2.2. Definition of the source radius r and source angle θ that define a source
position in 2-D.

demonstrating the extraction of wave equation Green’s function.

2.3.1 Waves in Homogeneous Media

For simplicity we first show numerical tests using a 2-D model with a velocity of 1

km/s. To define the source position, we use two parameters: the source angle and

source radius as shown in Figure 2.2. A and B are two receivers with a separation

b. The vectors connecting the source to the two receivers are denoted by rSA and

rSB, respectively. The source function we use for the examples in the wave part for

homogeneous media is a Ricker wavelet with a central frequency of 0.5 Hz. The source

amplitude is the same for all sources in all the experiments in this chapter.
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Figure 2.3. Reconstructed responses (solid lines) for uniform angle distribution with
different number of sourceN (the dashed line in the bottom panel is the exact response
between the two receivers)

Experiment 1: uniformly distributed source angle.

I first study the effect of the source angle distribution. Sources are uniformly dis-

tributed on a circle with a radius of 40 km. The distance between the two receivers

is 6 km. Figure 2.3 shows the reconstructed response between the two receivers for a

homogeneous distribution of sources with increasing number of sources. The response

has two parts, the causal and anti-causal parts as represented by equation (2.3). The

causal part of the signal represents the signal propagating from receiver A to B and
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the anti-causal part is the time-reversal of this, i.e. the signal propagating from re-

ceiver B to A. If we replace one of the receivers with an active source, the received

signal arrives after a propagation time of 6 s. To make the shape of the received

signal the same as that of the reconstructed signal, we correlate the received signal

with the source-time function. This new signal is represented by the dashed line in

the bottom panel and is virtually indistinguishable from the causal part of the recon-

structed response with 50 sources (the amplitudes of both reconstructed and active

signals are normalized). The main point in figure 2.3 is that the oscillations observed

in the middle part of the reconstructed signal decreases with increasing number of

sources N . Hence, a minimum source density needs to be exceeded for extracting the

response successfully. This required source density is derived in the discussion part

of this section.

I quantify the spurious fluctuations that arrive between the anti-causal and the

causal response by defining the fluctuation energy

Em =
1

Nm

Nm∑
i=1

A[i]2, (2.5)

in which Nm is the number of the discrete sample points in the middle part of the

signal (i.e. the part between the two main pulses), A[i] is the amplitude of the ith

sample point in the middle part. Figure 2.4 shows this fluctuation energy decay

as a function of number of sources N . Weaver & Lobkis (2005) showed that these

fluctuations decay as N−1 if the sources are randomly distributed. Figure 2.4 shows

that when the sources are uniformly distributed in angle, the decay rate is much faster

than N−1. The reason of this is shown in the discussion part of the wave problem.

Note that the sources are always distributed starting from angle zero (the line

crossing two receivers) in the example. By doing this, there is always a source located
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Figure 2.4. Fluctuation energy decay as a function of number of sources N for the
uniform angular distribution of sources. The dashed and solid line represent two
different power-laws in the log-log coordinate system.



16

Figure 2.5. Stationary phase zone (denoted by the dashed curves) in a homogeneous
medium.

at angle zero (one stationary point). If the starting point of angle distribution is ar-

bitrary, the energy fluctuation behavior with a small number of sources is not exactly

the same as the one shown in figure 2.4. This difference in the energy fluctuation is

caused by different sampling of the stationary phase zone by sources. The stationary

phase zones for the configuration in this example are shown by the dashed curves in

figure 2.5. The sources that are located in the stationary phase zones give the most

contribution to the physical arrivals in the Green’s function reconstruction (Snieder,

2004). For small number of sources, the sampling of the stationary phase zone is

sensitive to where the first source is located. Therefore, the decaying behavior of

the energy fluctuation Em varies depending on where the first source is located when

the number of sources is small (< 50 in this case). With a large number of sources,

it does not matter anymore where the first source is located because the stationary

phase zone can always be sampled sufficiently.
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Figure 2.6. Reconstructed responses (solid lines) for random angular distribution
with different number of sources N (the dashed line in the bottom panel is the exact
response between the two receivers).

Experiment 2: randomly distributed source angle.

In this experiment, the source angles are randomly distributed with constant source

radius. Figure 2.6 shows the reconstructed response as a function of the number of

sources N for a random angular distribution of sources along the circle. Compared

with figure 2.3, the random distribution gives a much poorer reconstruction than

does the uniform distribution with the same number of sources. Figure 2.7 shows

this fluctuation energy decay, as defined in equation (2.5), as a function of N for
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Figure 2.7. Fluctuation energy decay as a function of number of sources N for the
random angular distribution of sources. The solid line represents a N−1 power-law
decay in the log-log coordinate system.
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randomly distributed sources. The fluctuation decay behavior is consistent with the

prediction of Weaver and Lobkis(2005): the decay is proportional to N−1. In contrast

to the uniform distribution, it does not matter where the first source is located for

the random distribution. In this experiment, the source radius remains much larger

than the distance between the two receivers. If the radius is very small (for example

6 km), the fluctuation Em decays more slowly (N1/2) because the radiation boundary

condition that reduces equation 2.1 to equation 2.2 is inaccurate. Experiment 2

suggests that not only the number of sources is important, but also their angular

distribution. The difference of this decay rate of uniformly and randomly distributed

sources is explained in the discussion part of this section.

Experiment 3: smooth source angle distribution.

From experiments 1 and 2, one might conclude that the source angle needs

to be uniformly distributed with angle to apply this technique successfully with a

small number of sources. Figure 2.8 shows that the angles not necessary have to be

uniformly distributed but may be smoothly varying. Next we show examples with

non-uniform but smoothly varying angle distribution where the response is accu-

rately reconstructed. In the example shown in figure 2.8, the sources are uniformly

distributed on a circle with the center of the two receivers moved away from the cen-

ter of the circle (from (0,0) to (-5,6)). This makes the source angle distribution no

longer uniform, but it’s still smooth. The numerical simulation shows accurate recon-

struction of the response from 50 sources. The amplitude differences of the causal and

anti-causal parts are due to the different energies from the two stationary-phase zones

on the left and right side of the receivers as illustrated by the two dashed curves in the

upper panel of figure 2.8. Only sources within these two stationary zones contribute

to the extraction of the direct wave (Snieder, 2004; Roux et al., 2005). In this case,
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Figure 2.8. Reconstructed response (solid line in the lower panel, dashed line is the
exact response) for a smoothly varying source angle distribution (upper panel)
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N = 72 

Figure 2.9. Reconstructed response (solid line in the lower panel, dashed line is the
exact response) for source spaced equidistantly on a triangle (upper panel)

the stationary zone on the right side corresponds to the causal pulse and the left sta-

tionary zone corresponds to the anti-causal pulse. In the right stationary zone there

are more sources than on the left side. This explains why the causal pulse is stronger

than the anti-causal one. Notice that the distance of the sources to the midpoint of

the receiver locations is not constant in this experiment. In the example shown in

figure 2.9, the sources are uniformly distributed on the sides of a triangle. The source

angle is not uniform but is smoothly varying. The lower panel in figure 2.9 shows that

for 72 sources, the reconstruction of the response is still accurate. In this case, the
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required number of sources is slightly larger than that for the uniform distribution

but much smaller than for the accurate reconstruction of the Green’s function with

the random source distribution. The value of this number depends on the smoothness

of the angular variation. Similar to an acquisition geometry with sources along a line

(Bakulin & Calvert, 2006; Mehta et al., 2007), the source radius now varies with the

source position. Note that in this example the source radii are much larger than the

distance between the two receivers. Thus, the influence of varying source radii is

negligible. This is shown in detail in the next experiment.

Experiment 4: varying source radius.

In the previous three experiments we learned how the angular distribution influences

the response extraction. The uniform angular distribution has a faster decay rate of

the fluctuation energy Em (N−10) than for the random angular distribution (N−1).

The number of sources required for a smoothly varying angle distribution is between

these two extreme cases and it depends on how smooth the angular distribution is.

There is, however, still another parameter: the radius r as defined in figure 2.2. In

this example we compare the result from two distributions with the same angular

distribution but different source radii. The first one is the example we showed in

experiment 1, when 50 sources are uniformly distributed on a circle (stars in the upper

panel of figure 2.10). The second one is for sources with the same angle distribution

but the radius is randomly varying in a range in which all radii are much larger

than the distance between the two receivers (dots in the upper panel of figure 2.10.

The reconstructed responses in figure 2.10 suggest that varying the source radii does

not degrade the accuracy of the Green’s function extraction. This is only true when

source radii are much larger than the distance between the two receivers. The reason

for this is explained in the discussion part.
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Figure 2.10. Two source distributions with the same angular distribution but different
radii (top) and the reconstructed responses: solid (same radius), dashed line (different
radius)
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2.3.2 Waves in Heterogeneous Media

It is commonly believed that the source distribution is less important for the hetero-

geneous medium than for a homogeneous medium because the heterogeneity scatters

the wave fields into different directions. In an extreme case, one might think that

one source is sufficient to reconstruct the Green’s function if the medium is suffi-

ciently complicated. In this study, we find that these beliefs are not correct and more

sources are required to reconstruct the full Green’s function for a strongly heteroge-

neous medium than for an homogeneous medium.

The heterogeneous medium in this section consists of 200 isotropic point scat-

terers in a 80 m by 80 m square around the two receivers. The source radius is 90

m and the receivers are 20 m apart. The wavefield was modeled using the theory

of Groenenboom and Snieder (1995), which takes all multiple scattering events into

account. The waveform is a Gaussian wavelet with 600Hz the center frequency and

bandwidth 400 Hz. The phase velocity in the background medium is 1500 m/s.

Figure 2.11 shows the the reconstructed responses between the two receivers

using full illumination (sources uniformly distributed around the medium) and one

single source. The red dashed curve is the signal received by one receiver when the

other one acts as a real source. The black solid curve is the signal reconstructed by

interferometry. Panel (a) shows the reconstruction when 300 uniformly distributed

sources are used while panel (c) is the case when a single source is used. Panels (b)

and (d) are the enlarged version of panels (a) and (c), respectively. The correlation

coefficient between the exact and the causal part of the extracted signal is 0.97 for

the 300 uniformly distributed sources while it is -0.03 for the single source. In this

scattering medium, the wavefield from a single source is equipartitioned, see the

discussion part. Perhaps surprisingly, the reconstructed signal from a single source
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Figure 2.11. The Green’s function reconstruction in a strongly scattering medium.
The red dashed curve is the active experiment and the black solid curve is the recon-
struction. Panel (a) shows the reconstruction when 300 uniformly distributed sources
are used while panel (c) is the case when a single source is used. Panels (b) and (d)
are the enlarged version of panels (a) and (c), respectively.
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does not represent the Green’s function between the two receivers at all. We also

find that more sources are needed to reconstruct the Green’s function accurately

for this heterogeneous medium (300 sources) than for a homogeneous medium (140

sources) with the same velocity, source wavelet and source distribution. Derode et al.

(2003) reached a similar observation based on their finite difference simulations. An

explanation and required source density in an strongly scattering medium is given in

the discussion section.

2.3.3 Diffusion

Equation (2.4) shows that one needs sources in the entire volume to extract the

diffusion Green’s function. To simplify the problem, we first analyze a 1-D medium

with a constant diffusion coefficient and then extend my investigations to 3-D.

Experiment 1: diffusion Green’s function recovery in 1-D.

I choose the origin of the coordinate system to be the mid-point between the two

receivers. The separation of the two receivers is 2 km. The diffusion coefficient used

in this model is D = 1 km2/s. We distribute sources uniformly on the 1-D line with

the center of the distribution at origin. Figure 2.12 shows the geometry of 1-D source

distribution. I define two parameters to characterize this source distribution. As

shown in figure 2.12, Ws is the width of the distribution and ρs = N/Ws is the source

density. Next we test three different distributions. The first is a distribution with

narrow width Ws and high source density ρs (figure 2.13). The second is a distribution

with the same number of sources, but with a wide width Ws and low density (figure

2.14). The third distribution has more sources and has wide Ws and high density

ρs (figure 2.15). Figures 2.13 to 2.15 show that different source distributions are

needed for the accurate reconstruction of the early-time and the late-time response.
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Figure 2.12. 1-D source distribution and the definitions of geometric parameters.
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Figure 2.13. 1-D source distribution (upper panel) with Ws=14 km, ρs=1.143 km−1

and the extracted Green’s function (lower panel).
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Figure 2.14. 1-D source distribution (upper panel) with Ws = 34 km, ρs = 0.47
km−1 and the extracted Green’s function (lower panel).
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Figure 2.15. 1-D source distribution (upper panel) with Ws = 34 km, ρs = 1.147
km−1 and the extracted Green’s function (lower panel).
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The early-time response is defined as the response before the peak in the Green’s

function of the diffusion equation, the late-time part is defined as the response after

the main peak. The early-time reconstruction is controlled by the source density ρs

(figure 2.13 and 2.15) and late-time reconstruction is more affected by the distribution

width Ws (figure 2.14 and 2.15).

Experiment 2: Green’s function reconstruction for diffusion in 3-D.

Following the same strategy we extend the diffusion experiment to 3-D. Instead of

putting the sources on a line, we uniformly distributed them in a cube. We define Ws

as the side length of the cube, and the source density is defined as ρs = N/(Ws)
3.

In figure 2.16a, a source distribution with small Ws is used. As in 1-D, the early-

time of the Green’s function is reconstructed well, but the late-time behavior is not.

When the width of the distribution increased, with sufficiently high source density

ρs, both early and late-time can be extracted well (figure 2.16b).

2.4 Discussion

The discussion of the experiments follows the same order as the experiments in

the last section.

2.4.1 Waves in Homogeneous Media

The Green’s function of the wave equation of a homogeneous medium in 2D is repre-

sented in the frequency domain by the first Hankel function of degree zero (Snieder,

2006a):

G(r) =
i

4
H

(1)
0 (kr). (2.6)
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Figure 2.16. 3-D reconstruction of diffusion Green’s function. (a)Ws = 2.5 km and
ρs = 0.51 km−3. (b)Ws = 10 km and ρs = 0.51 km−3.
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In the numerical simulations for waves in homogeneous media, we use the far-field

approximation of equation (2.6), which is

G(r) =

√
1

8πkr
ei(kr+π/4). (2.7)

Inserting this into equation (2.3), we obtain

G(rA, rB, ω)−G∗(rA, rB, ω)

≈ i

4πρ

∮
S′

√
1

rSArSB
eik(rSA−rSB)dS ′, (2.8)

When the source radius is much larger than the distance between the two receivers,

the distance in the geometrical spreading can be approximated as rSA ≈ rSB ≈ r,

while for the phase the approximation rSA − rSB ≈ bcosθ is accurate to first order

in b/r (These parameters are defined in figure 2.2.) Using these approximations and

the relationship dS ′ = rdθ, equation (2.8) becomes

G(rA, rB, ω)−G∗(rA, rB, ω) ≈ i

4πρ

∫ 2π

0

eikbcosθdθ (2.9)

Note that the right hand side does not depend on the source radius r. Experiment

4 in the wave part supports this conclusion: in that experiment, variations in the

source radius do not influence the Green’s function extraction.

The source radius enters this interferometry problem in three ways. The first is

the geometrical spreading term 1/r, the second is the relationship between the surface

element and the increment in source angle dS ′ = rdθ, and the third is the width of the

stationary-phase zones as illustrated in the upper panel of figure 2.8. Equation (2.9)

confirms that the first two factors compensate each other. Consequently, only the
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width of the stationary-phase zones contribute to the amplitude of the reconstructed

signal. The different number of sources in the left and right stationary-phase zones

cause the asymmetry in the amplitude of causal and anti-causal response as shown

in the lower panel of figure 2.8.

Another interesting observation is that the right hand side of equation (2.9) is

the integral representation of the Bessel function (Snieder, 2006a), which is related

to the exact Green’s function:

1

2π

∫ 2π

0

eikbcosθdθ = J0(kb)

=
1

2

[
H

(1)
0 (kb)−H(1)

0 (−kb)
]

(2.10)

This shows that by using only far-field of the waves in the interferometry, both far-

field and near-field response are reconstructed. This was shown for elastic waves by

Sánchez-Sesma et al. (2006) and Sánchez-Sesma & Campillo (2006).

For the dependence on the angle θ, we need to study the character of the inte-

grand in equation (2.9). The real part of this integrand is the oscillatory function

shown in figure 2.17. The extraction of the Green’s function depends on the sampling

of this integral over source angle θ, and reduces to the numerical integration of a con-

tinuous oscillatory function. For a homogeneous source distribution we effectively use

Simpson’s rule to represent this integral by summation (
∫
F (θ)dθ →

∑N
i=1 F (θi)∆θ).

While for random angular distribution, this would not give an accurate estimation

with a small number of sources by using summation to replace integral (
∫
F (θ)dθ →∑N

i=1 F (θi)∆θi). If the angle separation for each source is known, one may use ∆θi

as a weight in the summation as it does in the numerical integral. But if there is

no information on ∆θi, the average over repeated experiments with different ran-
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Figure 2.17. The real part of the integrand in equation (2.9).
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Figure 2.18. Histogram of 100 repeated estimations of the integral in figure 2.17
using 1000 randomply placed sources in each estimate.

dom distributions converges to a more accurate reconstruction. Figure 2.18 shows a

histogram of 100 repeated estimations of the integration of the function (figure 2.17)

using random sampling points. In each realization, 1000 randomly distributed sources

are used to estimate this integral. The estimated value for a specific realization can

be far from the exact value while the average over all realizations (dashed line) is

close to the accurate value (solid line). For a smoothly varying source angle, ∆θi is

locally fairly constant and therefore the reconstruction is still accurate with a rela-

tively small number of sources. For most of the applications of interferometry using
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controlled shots, the source angle is actually smoothly changing (Bakulin & Calvert,

2006; Mehta et al., 2007). Here we explain why those smooth source angle distribu-

tions from experiment 3 for waves give accurate Green’s function reconstruction.

What is the minimum required source density if the sources are uniformly dis-

tributed in a homogeneous medium? As shown in figure 2.17, the oscillations have

a variable period. In order to make the highest frequency oscillations cancel so that

the stationary phase contribution remains (Snieder, 2004), we need to have enough

sampling points at the fastest oscillation. This oscillation depends on the phase term

Φ = kbcosθ of equation (2.9). The change in the phase for an angular increment ∆θ

is ∆Φ = kbsinθ∆θ. The most rapid oscillation happens at sinθ = 1. In order to have

Nr number of sources within the period of the most rapid oscillation, the required

source density becomes

ρs =
Nrkb

2π
(radian−1), (2.11)

Based on the numerical simulations, when Nr > 2.5, the fluctuation energy between

the two main pulses in the reconstruction vanishes, this gives the sampling criterion

ρs = 0.4kb (radian−1). (2.12)

In practical applications, sources may only be located in the stationary zone.

In tat case, there is no need to cancel the high oscillations in figure 2.17, and the

required source density can be smaller than the one shown in equation 2.12. The

source density needed to adequately sample the stationary zone is derived below. The

width of the stationary zone (the angle between the two nearest minimum points) is

2cos−1(1−π/kb). In order to have Nr number of sources within this stationary zone,
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Figure 2.19. Source and receiver configuration of in an virtual source survey.

the required source density is

ρs =
Nr

2cos−1(1− π/kb)
(radian−1). (2.13)

If four sources sample the stationary zone, which in practice is sufficient, the source

density is

ρs =
2

cos−1(1− π/kb)
(radian−1). (2.14)

Next, we show an application of the derived source density in a virtual source

survey. The configuration of the survey is shown in figure 2.19. The sources are

denoted by the stars and receivers as triangles. The receivers can be located in an

horizontal well in an land survey, or at the ocean bottom in a marine survey. The

target layer is at depth d1 and receivers are at depth d1 − d2. The two receivers (rA

and rB) to which interferometry is applied are separated by a distance l. What kind

of source distribution is required to apply the interferometry in this configuration? If

we use the target layer as a mirror, the configuration in figure 2.19 can be transfer to
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Figure 2.20. Source and receiver configuration of in an virtual source survey.

the one shown in figure 2.20. Term b in equations 2.11 and 2.13 becomes
√

4d2
2 + l2.

Source radius r (distance from reflection point O to sources in the stationary phase

zone) is
√
d2

2 + l2/4d1/d2. Apply these parameters to equation 2.12 and the source

density on the surface becomes

dr = rρs =
0.8k(d2

2 + l2/4)d1

d2

(m−1). (2.15)

This is the required source density if the contributions from the fastest oscillations

in figure 2.17 must cancel. If only the sources in the stationary zone are used in the
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summation, equation 2.14 should be used and source density on the surface becomes

dr =
d1

√
4d2

2 + l2

d2cos−1(1− π/(k
√

4d2
2 + l2))

(m−1). (2.16)

In conclusion, for wave interferometry in a homogeneous model, the most impor-

tant parameter is the source angle distribution. If we know the source distribution,

and hence the source angle, different weighting of the sources can be used to more

accurately replace the integral over sources by a sum over sources. If randomly dis-

tributed sources are used and there is no information on the source angle distribution,

the average of a large amount of extracted signals is more accurate to describe the

real response than a single extracted signal.

This conclusion holds when all sources have the same amplitude. If the am-

plitude of the sources fluctuates randomly, a uniform angle distribution gives similar

reconstruction of the Green’s function as the random angle distribution for a constant

source strength.

2.4.2 Waves in Heterogeneous Media

I find that one single source never gives an accurate Green’s function reconstruction in

the open scattering medium used in the example (see figure 2.11). In contrast, a dense

source distribution is still needed in this strongly scattering medium. In my numerical

experiment 140 uniformly distributed sources are enough to reconstruct the Green’s

function accurately if the scatterers are absent (homogeneous medium). This number

is consistent with the criterion of expression 2.12. This suggests that more sources

are needed to reconstruct the full Green’s function accurately for this heterogeneous

medium (300 sources) than the homogeneous medium with the same parameters (140

sources). This contradicts the common notion that the heterogeneity around the
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receivers would reduce the required number of sources. When the wave propagation is

equipartitioned in the heterogeneous medium (propagation path >> transport mean

free path l∗), the wave field is diffusive. Cross-correlating these diffusive fields at

two receiver locations is believed to give the Green’s function between two locations

(Lobkis & Weaver, 2001). Because of the equipartitioning one might think that the

source distribution should not matter. This is not what we observe in my numerical

experiment (figure 2.11), as 200 isotropic scatters in my experiment suffice to produce

equipartitioning.

The optical theorem states that the total scattering cross section in 2-D medium

can be represented as σ = −ImA/k0 (Groenenboom & Snieder, 1995), in which ImA

is the imaginary component of the forward scattering amplitude A and k0 is the wave

vector in the background medium. For isotropic scatters, the imaginary component of

A is restricted by −4 ≤ ImA ≤ 0 because of the energy conservation (Groenenboom

& Snieder, 1995). In my numerical experiment, ImA is chosen to be -3.99 to give

strong scattering. For isotropic scatterers, the transport mean free path l∗ is equal

to the scattering mean free path (Ishimaru, 1997). The scattering mean free path is

given by ls = 1/(Nσ), in which N is the density of scatterers (Sheng, 1990). Using

these expressions, the transport mean free path in my 200 isotropic scatterers area

is about 5 m and the transport mean free time is about 3 ms. As the shortest

propagation path in the heterogeneous area from a source to a receiver is 30 m,

the earliest signal arrives at the receivers has propagated 6 mean free path in the

heterogeneous area; therefore the energy flow associated with wave propagation is

very close to being equipartitioned. We also cross correlated the later part of the

signal (later than 50 mean free times) but the cross-correlation does not give the

full Green’s function at all with the 300 random sources. This raises a fundamental
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question: is equipationing a necessary condition in Green’s function reconstruction, or

is it a sufficient condition? Our experiment suggests that equipartitioning is necessary

but not sufficient. A source distribution with a sufficiently large aperture and source

density is still important to retrieve the full Green’s function.

Another question is how one can understand that more sources are needed in this

heterogeneous medium than that in the homogeneous one? To answer this question,

we show in figure 2.21 a medium with heterogeneity (scatterers) around the receivers.

The stars are sources and triangles are receivers. The gray part represents the hetero-

geneous area. The signal recorded at each receiver is the superposition of wavefields

from all possible scattering paths. First, consider one possible path of wave propaga-

tion from source S to receiver A. The wave hits the first scatterer (not necessary to be

a scatterer on the boundary of the heterogeneous area) after a propagation distance

LA and then propagates to receiver A in the heterogeneous part in a complicated

path with a propagation distance PA. The dashed lines in figure 2.21 means that

one does not know the exact path from the first scatterer to the receivers. Another

possible path from source S to receiver B is also shown in the same manner. When

we cross-correlate these two fields received at A and B from source S, the phase of

the cross-correlation is φ = k(LA−LB) + (φA− φB), in which k is the wave numbers

in the homogeneous area, φA and φB are the phase shifts along the paths PA and

PB, respectively. When the source is moved with a small step from S to S′, the prop-

agation paths in the heterogeneous area PA and PB stay the same while the paths

in the homogeneous part changed to L′A and L′B. The phase of the cross-correlation

becomes φ′ = k(L′A − L′B) + (φA − φB). Therefore, the phase change of the cross-

correlation when the source is moved from S to S′ is ∆φ = k(L′A−LA)−k(L′B−LB).

We can quantify this phase change using the parameters shown in figure 2.22. The



42

Figure 2.21. The configuration of wave propagation with receivers in a
heterogeneous area.

angle between the path from the source to the first scatterers and the source radius

r is defined as α. From the geometry of figure 2.22, we obtain L′A − LA = drsinαA.

Similarly we can get L′B −LB = −drsinαB. Therefore, the phase change is given by

∆φ = k(sinαA + sinαB)dr, (2.17)

In order to avoid aliasing, this phase change should be smaller than π/2. Conse-
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Figure 2.22. Parameters used to quantify the phase change in cross-correlation
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quently, we obtain the following criterion for the source separation

dr ≤ π

2k(sinαA + sinαB)
, (2.18)

Applying k = 2π/λ, the criterion becomes

dr ≤ λ

sinαA + sinαB
, (2.19)

Equation 2.19 shows that the source density is controlled by the size and position of

the heterogeneous area with respect to the source position, rather than by the hetero-

geneity itself. When heterogeneity appears around the receivers, the maximum angle

between the source radius and the path from the source to the first scatterer becomes

larger. In equation 2.19, it means αA,B increases. Consequently, the required source

separation dr needs to be smaller than that for homogeneous medium. Therefore

more sources are needed for the heterogeneous medium than for the homogeneous

one.

If one is interested in the direct arrival Green’s function only, the requirement of

the source distribution can be relaxed. For example, Malcolm et al. (2004) showed

that the ensemble-averaged Green’s function in a granite can be retrieved from a

single source by averaging over a pair of receivers with constant offset. The low

frequency component of the direct surface wave Green’s function has been retrieved

from several irregularly distributed earthquakes (Campillo & Paul, 2003). However,

the full Green’s function is not retrieved in those studies. One interesting study shows

that in a layered model with enough horizontal layers to give strong scattering and

refraction, the full Green’s function can be reconstructed by one-sided illumination

with sources uniformly distributed on the free surface (Wapenaar, 2006a). In his
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1-D layered model with normal-incident plane wave, the subsurface acts like a mirror

when the heterogeneity of the layers is strong enough, with the result that sources on

one side suffice for the Green’s function reconstruction.

2.4.3 Diffusion

The frequency domain Green’s function of the diffusion equation in a 1-D homoge-

neous medium is given by

G1D(x, ω) =
1

(1 + i)
√

2ωD
e(−1−i)x

√
ω/2D (2.20)

Inserting this expression into equation (2.4), gives

G(rA, rB, ω)−G∗(rA, rB, ω) =

i

2D

∫
x

e−(rSA+rSB)
√
ω/2De−i(rSA−rSB)

√
ω/2Ddx (2.21)

in which rSA and rSB are the distances between the source to the receiver A and

B, respectively. Similar as for the analysis of the waves, we study the real part of

the integrand of equation (2.21) as a function of source position x. Notice that the

integrand is a function of frequency ω. Figure 2.23 shows the real part of this integrand

for two different frequencies. The width of the distribution decreases with frequency.

Qualitatively we can conclude that because the early-time behavior of the Green’s

function has more high-frequency components, the required source distribution can

be narrower. This explains experiment 1 of the diffusion part: with small Ws, the

early-time behavior is reconstructed well. With increasing Ws, more lower frequency

components are recovered. Since the tail of the Green’s function mostly contains low

frequencies, the late-time Green’s function is recovered accurately with a large width
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Ws. Consequently, the source density ρs controls the retrieval of the high-frequency

components of the Green’s function (eg. early-time of the Green’s function), and the

width of the distribution Ws controls lower frequency components (e.g. the late-time

of the Green’s function).

The frequency domain Green’s function for diffusion in 3-D is

G3D(r, ω) =
1

4πDr
e(−1−i)r

√
ω/2D (2.22)

Inserting this into equation (2.4) we obtain

G(rA, rB, ω)−G∗(rA, rB, ω) =

2iω

∫
V

1

(4πD)2rSArSB

e−(rSA+rSB)
√
ω/2De−i(rSA−rSB)

√
ω/2DdV (2.23)

The integrand of equation 2.23 has two singularities at the receiver positions where

rSA and rSB vanish. The integrand in equation 2.23 is largest for the sources near

the receivers. In fact, it has an integrable singularity. One needs to integrate over

this singularity to retrieve the exact Green’s function since the integrand of equation

2.23 itself is not equal to the Green’s function.

I next address the question how to quantify the required source distribution

width Ws and source density ρs. As we learned from the examples in the diffusion

part, Ws determines the late-time reconstruction of the Green’s function. We define

τa to be the time up to which we want to reconstruct the Green’s function accu-

rately. Sources within a source-receiver distance r2
max/(4Dτa) = 1 give the largest
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contribution (Mehrer, 2007). Therefore, the required Ws should be

Ws = 4
√
Dτa + b (2.24)

for an accurate reconstruction up to time τa, in which b is the distance between the

two receivers. I define the error as the ratio of the difference between the exact and

extracted signals to the exact signal at time τa. The error is less than 5% with Ws

from the criterion 2.24.

The source density ρs controls the early-time reconstruction. In other words, it

determines the accuracy of the reconstruction for the high-frequency components. For

the maximum frequency fm in the problem – either the highest frequency component

of the Green’s function itself or the maximum frequency of the source function – there

is a sensitivity function of source position. This sensitivity is controlled by the decay

factor e−(rSA+rSB)
√
ω/2D as shown in equations (2.21) and (2.23). The 1/e width of

this sensitivity function is:

σ =
√

2D/ω (2.25)

Then if Nr is the number of sources needed in this range σ to estimate the integral

accurately, the required source density is:

ρsa = Nr

√
ω/2D (2.26)

Based on the numerical examples, when Nr is larger than 2, the early-time response

is reconstructed accurately. Then criterion (2.26) becomes:

ρsa = 2
√
ω/2D (2.27)
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I can estimate the maximum frequency component in the Green’s function as 1/(4tp),

in which tp is the arrival time of the amplitude peak in the Green’s function. We

define the error as the ratio of the difference between the exact and extracted signals

to the exact signal at time tp/2. The error is less than 5% with source density from

the criterion in equation 2.27.

In conclusion, for cross-correlation-based diffusion interferometry, instead of hav-

ing sources everywhere in the volume, it suffices to have sources in only a small volume

surrounding the receivers. For the 1-D problem, the source distribution width controls

the late-time (low-frequency components) reconstruction of the Green’s function and

source density controls the early-time (high-frequency components) reconstruction.

For the 3-D problem, sources should not be located too close to the receivers position

because of the singularities at those points.

2.5 Conclusion

Cross-correlation-based interferometry used to extract the Green’s function which

describes the field propagation between two receivers can be applied to the solution

of both the wave equation and the diffusion equation. The main difference is the

required source distribution.

For wave interferometry in a homogeneous medium, the source angle distribution

is the most important parameter. With the assumption that the source radii are

much larger than the distance between the two receivers, the variation in the source

radius has a negligible effect, and the interferometry problem can be represented by

a numerical integral of an oscillatory function of source angle. If cross-correlations

from different sources are simply added in the Green’s function extraction, the uniform

source angle distribution gives a high decay rate of the non-physical fluctuation as a

function of number of sources (faster than N−10). With the same number of sources,
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the random distribution gives much poorer Green’s function reconstruction. The

rate of the non-physical fluctuation decay is approximately N−1. The decay rate of

the smoothly angular varying distribution is between those of uniform and random

distributions and depends on how smooth the source angle varies. The required source

density is determined by the distance between the two receivers and the wavenumber.

For wave interferometry in a heterogeneous medium, one single source is not

sufficient to give accurate reconstruction even the wavefield is equipartitioned. This

suggests that equipartition is a necessary but not sufficient condition in the Green’s

function reconstruction. Besides, more sources are needed to reconstruct the full

Green’s function in an heterogeneous medium than that for an homogeneous medium.

The required source density is determined by the position and size of the heteroge-

neous area with respect to the sources.

For diffusion interferometry in a homogeneous medium, although the study shows

that a finite number of sources suffice to reconstruct the Green’s function, the cross-

correlation-based interferometry is not applicable for real applications because the

sources are required to be close to the receivers. For a 1-D model, the sensitivity of

the sources decays from the center of the two receivers. The width of the distribution

controls the late-time of the reconstructed Green’s function while the source density

controls the early-time of the reconstructed Green’s function. For a 3-D model, the

main properties are the same as for the 1-D problem. The important point is that

the sources between the two receivers give most of the contribution and these source

distributions are hard to realize in practice. Because the requirement on the source

distribution for diffusion interferometry is difficult to match in practice, it is preferable

to use multi-dimensional deconvolution methods instead of correlation for diffusive

fields, such as low-frequency electromagnetic fields (Wapenaar et al., 2008; Snieder
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et al., 2009)
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Chapter 3

3-D CONTROLLED SOURCE ELECTROMAGNETIC (CSEM)

INTERFEROMETRY BY MULTIDIMENSIONAL DECONVOLUTION

3.1 Summary

Controlled Source Electromagnetics (CSEM) is an important technique in hy-

drocarbon exploration, because it uses the large contrast in electrical resistivity to

distinguish between water and hydrocarbons. In a shallow sea environment, the air-

wave that is refracted from the air-water interface dominates the recorded signal at

large offsets. Therefore, the hydrocarbon detection ability of the CSEM is weak-

ened because the airwave is independent of the properties of the subsurface. We

apply multi-dimensional-deconvolution interferometry to synthetic 3-D CSEM data

and estimated the reflection response of the subsurface. The difference in the models

with and without the reservoir is significantly increased by the employed interfero-

metric analysis. However, the required receiver spacing for the up-down decomposi-

tion needed for multi-dimensional deconvolution is much denser than that of current

CSEM surveys. In order to reduce the required receiver spatial density, we intro-

duce the synthetic aperture technique to construct smoothly varying electromagnetic

fields.

3.2 Basic Theory and History of Virtual Source Technique

The concept of interferometry was first introduced to the seismic community by

Claerbout (1968). It became a hot research topic in geophysics in the last decade.
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The method is also referred to as the virtual source technique and in a wider sense

as Green’s function reconstruction. In this work, we refer to the same technique

using these three terms. For waves, the key idea of this technique is the following.

The Green’s function that describes wave propagation between two receivers can be

reconstructed by cross-correlation of the wavefields at two receiver positions provided

that the receivers are enclosed by uncorrelated sources on a closed surface. Because

of the advantages of this technique and its use in passive surveys, research on seismic

interferometry has progressed significantly during the last ten years (Lobkis & Weaver,

2001; Weaver & Lobkis, 2001; Derode et al., 2003; Campillo & Paul, 2003; Weaver

& Lobkis, 2004; Wapenaar, 2004; Snieder, 2004; Malcolm et al., 2004; Bakulin &

Calvert, 2004; Calvert et al., 2004; Wapenaar et al., 2005; Shapiro et al., 2005; Roux

et al., 2005; Sabra et al., 2005a,b; van Wijk, 2006; Larose et al., 2006; Bakulin &

Calvert, 2006; Snieder, 2007; Mehta & Snieder, 2008).

Snieder (2006b) showed that interferometry can be applied not only to wave-

fields, but also to diffusive fields. This discovery inspired further research and novel

applications to diffusive fields, as has happened for wave fields. Diffusive fields have

a wide range of applications and use in physics, chemistry, medical physics, earth

science (Mandelis, 1984; Yodh & Chance, 1995; Basser et al., 1994; Mori & Barkar,

1999; Koyama et al., 2006; Constable & Srnka, 2007). In earth science, diffusive fields

are ubiquitous. Examples include heat conduction, flow in porous media, and low-

frequency electromagnetic fields in the conductive subsurface. In this work, we focus

on the application of interferometry to low-frequency electromagnetic fields in the

subsurface. However, one can extend the concept to other diffusive fields. Because

the electromagnetic field is sensitive to the electric resistivity, it has been used in

medical physics and the mining industry for a long time. In recent years, electromag-
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netic surveys became increasingly popular in the petroleum industry for hydrocarbon

exploration because of its ability to distinguish the difference between hydrocarbons

and water (Andréis & MacGregor, 2008; Lien & Mannseth, 2008). The technique is

usually referred to as the Control Source Electromagnetics (CSEM). Seismic methods

are not sensitive to the chemical content of pore fluids. By using a combination of

seismic and CSEM methods, the success of finding the hydrocarbon reservoir in the

subsurface dramatically increases (Darnet et al., 2007; Kwon & Snieder, 2010).

The theories of interferometry based on cross-correlation for waves and diffusion

are similar but differ in the required source distribution. Interferometry for acoustic

waves can be expressed as (Snieder et al., 2007)

G(rA, rB, ω)−G∗(rA, rB, ω) =

2iω

∮
S

1

ρc
G(rA, r, ω)G∗(rB, r, ω)dS, (3.1)

in which G(rA, rB, ω) is the pressure Green’s function caused by a volume injection

that describes wave propagation from rB to rA respectively, ∗ indicates complex

conjugation, S is the surface where sources are located, and ω is the angular frequency.

For the case of diffusion interferometry the expression becomes

G(rA, rB, ω)−G∗(rA, rB, ω) =

2iω

∫
V

G(rA, r, ω)G∗(rB, r, ω)dV, (3.2)

where V is the volume containing the sources. The main difference is that the sur-

face integral in equation (3.1) becomes a volume integral in equation (3.2) (Snieder,

2006b). This volume integral implies that sources in the entire volume are required

to reconstruct the Green’s function. Fan & Snieder (2009) show that the sources in
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a small volume close to the two receivers give the largest contribution to the Green’s

function reconstruction. In practice, a finite number of sources is sufficient to recon-

struct the Green’s function. Criteria for the required source distribution are derived

by Fan & Snieder (2009). However, it is still unpractical to apply cross-correlation-

based interferometry to field recordings of diffusive fields, because sources close to

the receivers are critical in this technique. The purpose of interferometry technique

is to use a receiver both as a receiver and a virtual source. If real sources close to the

receivers are required to do this, then one could just as well place a real source at the

receiver position.

When the receivers are located in a plane and sources are placed above this

plane, a multi-dimensional-deconvolution approach is applicable to a diffusion field

(Amundsen et al., 2006; Slob et al., 2007; Wapenaar et al., 2008). This approach works

for both diffusion and waves. It also holds for any field which can be decomposed

into upgoing and downgoing components. A generic geometry for this approach is

sketched in Figure 3.1. The source is denoted by the star, and receivers are located on

the plane B1. B0 is a boundary above the sources, which may or may not be present.

D and U represent downgoing and upgoing fields at B1, respectively. The upgoing

and downgoing fields can be related with the following integral equation

U(xA, xs, ω) =

∫
R(xA, x, ω)D(x, xs, ω)dx, (3.3)

where U(xA, xs, ω) represents the upgoing field received at location xA in the fre-

quency domain due to the source at xs. The downgoing field is noted by D, and

R(xA, x, ω) is the reflection response that relates the downgoing field at x to the

upgoing field at xA. Although the entire medium can be arbitrarily heterogeneous

in order to decompose the field into upgoing and downgoing components (Grimber-



56

Figure 3.1. A generic configuration for the application of the multi-dimensional
deconvolution interferometry concept.

gen et al., 1998), the up-down decomposition operator can be simplified if the layer

where receivers are located is homogeneous or weakly heterogeneous (Wapenaar et al.,

2008). Because the downgoing fields at all positions in the plane B1 contribute to the

upgoing field at position xA, one needs to integrate x over the whole surface to obtain

a complete upgoing field at xA. The inversion of R from equation (3.3) is ill-posed

because no unique R can be obtained from a downgoing field D and upgoing field

U excited by a single source. If a source at another position xs′ is used, a different

pair of U and D is obtained from the decomposition. The medium response R, how-

ever, remains the same because it is independent on the source position. This means

that the more sources are used, the more constraints there are on the inversion of

R. Therefore, a band-limited medium response R can be accurately inverted from a

band-limited input signal, if a sufficient number of sources are used.

A discretized version of equation (3.3) may help to illustrate the importance of

multiple sources. Equation (3.4) is a discretized version of equation (3.3) for a single
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source at xs 
U1

U2

...

Un


=


R11 R12 · · · R1n

R21 · · · · · · · · ·

· · · · · · · · · · · ·

Rn1 · · · · · · Rnn




D1

D2

...

Dn


, (3.4)

where the subscripts 1 through n of U and D are the discretized sampling points

of the surface B1, Rij denotes the reflection response between the positions i and j.

The arrays of U and D are the measured data and R is the unknown matrix. In

general, there is no unique solution for matrix R because there are more unknowns

(n2) than the number of equation (n). Using reciprocity, the number of unknowns can

be reduced to n(n + 1)/2. The expression below is a similar equation but combines

sources at position xs and another position xs′
U1, U

′
1

U2, U
′
2

...

Un, U
′
n


=


R11 R12 · · · R1n

R21 · · · · · · · · ·

· · · · · · · · · · · ·

Rn1 · · · · · · Rnn




D1, D

′
1

D2, D
′
2

...

Dn, D
′
n


, (3.5)

where U ′ and D′ are the new upgoing and downgoing fields generated by the source

at position xs′ . The matrix R remains the same as it is independent of the source.

By increasing the number of sources, the number of columns in U and D increases.

The matrix R can be accurately estimated if a sufficient number of sources are used.

When discretizing equation (3.3), only a finite number of the receivers from a

limited range of the surface B1 can be used. This raises the question how to choose

the receiver distribution in order to represent the integral in equation (3.3) accurately

for a band-limited response R?
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3.3 Why Apply Interferometry in Marine CSEM?

Figure 3.2 shows a typical configuration of an offshore marine CSEM survey. A

resistive target (e.g. hydrocarbon reservoir) in the subsurface, acts as a secondary

source that generates an upgoing EM field. We can distinguish between models

with and without the reservoir from the secondary fields which the subsurface gener-

ates. The large difference in the electrical resistivity between water and hydrocarbons

makes CSEM a useful tool to distinguish between these pore fluids. Most of the cur-

rent successful applications of CSEM are offshore because the water strongly attenu-

ates anthropogenic and natural noise. However, one of the most significant problems

in offshore CSEM is the airwave when the water layer is shallow. The airwave is

the secondary EM field refracted from the water-air interface as shown in figure 3.2.

The airwave weakens the difference between the signal with a reservoir and the signal

without a reservoir because it is much stronger than the target signal.

With multi-dimension-deconvolution interferometry, as described in the last sec-

tion, one of the receivers is converted into a source and the overburden is extended

upwards to a homogeneous half space (Wapenaar et al., 2008). The new configura-

tion after applying this technique is shown in figure 3.3. In this configuration, the

imprint of the air-water interface and the sea floor on the electromagnetic field is

removed. Note that the sea floor interface may or may not be removed depending

on the boundary condition which we use in the decomposition process. Therefore, by

applying this interferometry technique to CSEM data, the airwave problem is solved

and the complexity of the media above receivers is removed as well. Consequently,

the secondary field is generated only by the subsurface and therefore it is easier and

more accurate to detect the properties of a target. This significant improvement has

been demonstrated in 2-D synthetic examples (Wapenaar et al., 2008; Hunziker et al.,
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Figure 3.2. A simple configuration of a offshore CSEM survey and possible field
propagation paths (dashed arrows). The solid arrow denotes the dipole source and
the triangles are the ocean bottom receivers.

2009).

3.4 Synthetic Example for a 3-D Reservoir in Shallow Water

I first present a synthetic study of multi-dimensional-deconvolution interferom-

etry for a 3-D marine CSEM survey. This synthetic study shows the feasibility of

applying this technique to 3-D CSEM data and illustrates how this technique helps

to detect the hydrocarbon reservoir. This study also provides the required receiver

distribution.

Figure 3.4 shows the 3-D model used. Because both wave numbers in the x and y

directions are required in the decomposition of upgoing and downgoing fields (Wape-

naar et al., 2008), and the surface integral in the equation (3.3) must be replaced

by summation of receivers, a 2-D receiver array is used in the synthetic example as
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Figure 3.3. The configuration of CSEM after the application of the
multi-dimensional-deconvolution interferometry.

Figure 3.4. The 3-D model used in the synthetic example. The source is 100 m
above the sea floor and the background subsurface is a homogeneous half space.
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Figure 3.5. A map view of the 2-D receiver array used in the synthetic example.

shown in figure 3.5. The uniformly sampled 2-D receiver array is on the sea floor

from positions -10 km< x <10 km, -10 km< y <10 km with a receiver separation dr

of 50 m in both x and y directions. The EM source (arrow in figure 3.5) is a dipole in

the x direction with a length of 100 m and a AC current of 100 A and an operating

frequency of 0.25 Hz. The source is located 100 m above the sea floor. The employed

station spacing (50 m) is unrealistically dense, and we discuss a way to reduce the

required receiver spatial density in the next section.

The measured Ex field is shown in figures 3.6. Figure 3.6(a) shows the Ex field

without the reservoir and figure 3.6(b) the Ex field with the reservoir. The difference

of the total Ex field between the models with and without the target layer is small

because the secondary Ex field from the reservoir is much weaker than the direct field
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Figure 3.6. Ex field without (a) and with (b) the reservoir on a log10 scale.
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Figure 3.7. The inline profile of the Ex field on a log10 scale.

or the airwave. In current CSEM surveys, it is common to use only the inline profile

(receivers only locate on x-axis) of the Ex field because the signal to noise ratio is

high and 3-D acquisition is more expensive. Figure 3.7 shows the inline profile of the

Ex field. The solid curve is the field without the reservoir and the dashed curve is

the field with the reservoir. For small offsets (< 2 km), there is almost no difference

between these two curves because the direct field dominates. For large offsets (> 7

km), the electric field is strongly influenced by the airwave, which does not depend

on the subsurface properties at all. Consequently, targets leave a useful imprint only

for intermediate offsets (2km to 7km). Because this intermediate range is narrow and
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the difference between the signals with and without target is weak, it is difficult to

interpret the difference between the signals with and without the target, especially in

the presence of noise.

We next apply multi-dimensional-deconvolution interferometry to the measured

electromagnetic field. The first step of this technique is to decompose the total

field into upgoing and downgoing components. The implementation of the up-down

decomposition follows the theory in the appendix of Wapenaar et al. (2008). This

decomposition writes the total fields as the superposition of flux-normalized upgoing

and downgoing fields. The input data used in the decomposition are the horizontal

E and H fields. The measured electric and magnetic fields can be related with the

upgoing and downgoing flux by

P (kx, ky) = L−1(kx, ky)Q(kx, ky) (3.6)

where P is the decomposed upgoing and downgoing potential, normalized to energy

flux, Q contains the input horizontal E and H fields and L−1 is the conversion oper-

ator. Wapenaar et al. (2008) show a numerical example for a 2-D field with a layered

model. With an inline dipole source, the physical meaning of P = [Pd, Pu]
′ is the

decomposed energy flux of the TM (transverse magnetic) mode (subscripts d and

u denote downgoing and upgoing, respectively). The downgoing field is defined as

the field which decays downwards and the upgoing field is defined as the field which

decays upwards.

In our synthetic example, the field is 3D, hence Q contains four components

Ex, Ey, Hx, Hy and P has four components as well [P 1
d , P

1
u , P

2
d , P

2
u ]. Because the re-

ceivers are located at the boundary of the water and the sea floor, we can choose the

parameters for L−1 either from the upper medium (water) or the lower medium (sea
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Figure 3.8. The inline profile on a log10 scale of the downgoing fields (a) and upgoing
fields (b) with (dashed lines) and without (solid lines) the reservoir using parameters
values for sea water in the operator L.

floor). These two choices lead to different physical meanings for the decomposed field.

Using the water parameters for the up-down decomposition, we obtain the upgoing

and downgoing fields in the water just above the sea bottom. If the sea floor param-

eters are used, we obtain the upgoing and downgoing fields in the sea bottom just

below the acquisition surface. Figures 3.8 and 3.9 compare the upoing and downgoing

fields for these two choices. For demonstration purposes, only the inline profile of the

fields is shown. When the water parameters are used in the decomposition, we ob-
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tain the same downgoing fields for the models with and without the reservoir, as we

expected (figure 3.8(a)). Surprisingly, we also do not see any difference in the upgoing

field (figure 3.8(b)). This is because in this case the upgoing field is dominated by the

reflected or refracted field from the sea floor interface. Because the water is shallow,

these upgoing fields from the sea floor interface caused by the direct field and airwave

are still much stronger than the upgoing secondary field from the reservoir.

When the sea floor parameters are used in the decomposition, the downgoing

fields (figure 3.9(a)) are still the same for the models with and without the reservoir.

The upgoing fields (figure 3.9(b)) highlight the difference between the models with

and without the reservoir because the upgoing field in the sea floor is mainly from

the target in the subsurface.

After decomposing the energy flux into upgoing and downgoing components, we

calculate the impulse response of the subsurface using equation (3.3). This is a multi-

dimensional-deconvolution problem to compute R from U and D. As illustrated in

equation (3.4) and (3.5), the retrieving of R from a single source data is ill-posed.

In order to accurately compute matrix R, decomposed field from more sources are

required according to equation (3.5). The required number of sources should be

larger or equal to the number of the receivers . Because the horizontal extension of

the reservoir in my model is large (5 km), we approximately treat my 3-D model as a

layered earth model. In this approximate layered earth model, the impulse response

only depends on the relative position (x−x′, y− y′), so we can rewrite equation (3.3)

as

U(x, y) =

∫
R(x− x′, y − y′)D(x′ − xs, y′ − ys)dx′dy′. (3.7)

The angular frequency ω is not shown in the equation. Equation (3.7) presents a
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spatial convolution. In the wave-number domain, we can present spatial convolution

in equation (3.7) by multiplication as

U(kx, ky) = R(kx, ky)D(kx, ky). (3.8)

Consequently, R can be obtained by a division in the wave number domain. To

stabilize this process, the devision is modified in the following way.

R(k) =
U(k)D∗(k)

D(k)D∗(k) + ε2
∑

k′ D(k′)D∗(k′)

Nk′

, (3.9)

where ε is a small number to stabilize the division and Nk′ is the number of discrete

wave numbers used in the calculation. We used ε = 0.2.

The up and downgoing fields in the sea floor, whose inline profiles are shown in

figure 3.9, are used in equation (3.9) to calculate the impulse response. The calculated

impulse response is shown in figure 3.10(a) (without the reservoir) and figure 3.10(b)

(with the reservoir). The difference of the impulse response is significant between the

models with and without the reservoir. Comparing with the inline profile of the total

Ex field (figure 3.7), the inline profile of the impulse response (figure 3.11) gives a

much more pronounced difference between the models with and without the reservoir.

3.5 Reducing the Required Receiver Spacing Using Synthetic Aperture

Although we have shown that multi-dimensional deconvolution interferometry

can significantly increase the imprint of the reservoir, the required receiver spatial

density makes it difficult to apply to current CSEM surveys. In the synthetic example,

we used an array of 400 by 400 (160000) receivers as illustrated by figure 3.5. This

unrealistically large number of receivers can not be realized in field experiments.
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Figure 3.10. The impulse reflection response R without (a) and with (b) the
reservoir on a log10 scale.
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Furthermore, the number of receivers also affects the required number of sources when

calculating the matrix R. In a real CSEM survey, receivers are normally distributed in

a line instead of a 2-D array and the spacing between the receivers is about 1 km, which

is much larger than the spacing used here. Next, we investigate the consequences of

ignoring the crossline dimension in CSEM data in the up-down decomposition.

First, what happens if we only have a line of receivers available? we can approx-

imately decompose the field into upgoing and downgoing components by ignoring the

variation of the field in the crossline direction. This is equivalent to setting ky=0

in equation (3.6). Figure 3.12 shows the comparison of the 2-D (using receivers on

x-axis) and 3-D (using all receivers in the array) decomposition for the model used

above. Figure 3.12(a) shows the downgoing fields and figure 3.12(b) shows the upgo-

ing fields. The solid lines and dashed lines represent the 3-D and 2-D decomposition,

respectively. Because the crossline variation of the field is missing, the decomposed

fields using a line of receivers are not accurate and the discrepancy in the upgoing

field is larger than that in the downgoing field. The 2-D decomposed fields, however,

still have the imprint of the reservoir as shown in figure 3.13. The solid lines in fig-

ure 3.13 are the downgoing (a) and upgoing (b) fields without the reservoir using a

2-D decomposition. The dashed lines are the fields with the reservoir and the solid

lines represent the fields without the reservoir. The downgoing fields (figure 3.13(a))

are similar for the models with and without the reservoir. The upgoing fields (figure

3.13(b)) clearly show the imprint of the reservoir, though the difference in the upgoing

field using the 2-D decomposition is smaller than that using the 3-D decomposition

(figure 3.9(b)).

What if we only have a sparse receiver distribution? The dense receiver dis-

tribution is mainly needed for the up-down decomposition. Because the up-down
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Figure 3.14. The real (Re) and imaginary (Im) parts of Ex and Hy fields for a 100
m long dipole.

decomposition shown in equation 3.6 is a wave number domain operation, one needs

to transform E and H fields to the wave number domain (Wapenaar et al., 2008).

Figure 3.14 shows the real part (Re) and imaginary part (Im) of the measured Ex

and Hy fields recorded by the receivers on x-axis. Both the real and imaginary parts

of E and H fields vary rapidly with space close to the source at x=0 km. Therefore,

the dense receiver spacing is required to avoid aliasing in the x-k transform. In order

to increase the required receiver spacing for the x-k transform, the input electric and

magnetic fields used for the up-down decomposition need to be smoothly varying in
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Figure 3.15. An illustration of the synthetic aperture concept: a large synthetic
source can be constructed by adding small sources.

space. One way to reduce the high wave number components in the fields is to use a

much longer source. The large source can be either a physical long dipole or can be

constructed by adding small sources using synthetic the aperture concept (illustrated

by figure 3.15). The synthetic aperture technique has been popularly used in the radar

community. Fan et al. (2010b) introduced this technique to CSEM data and show

that the diffusive fields can be steered. Although there are many sophisticated ways

to construct synthetic aperture source, here we only use the weighted summation to

build large sources.

Figure 3.16 shows the real and imaginary parts of the Ex and Hy fields from a 10

km long dipole (from x=-5 km to x=5 km). Although these fields are smoother than

those shown in figure 3.14, the real part of the Ex field contains rapid oscillations at

the edges of the source. These rapid oscillations still require a dense receiver spacing

in the x-k transform. Figure 3.16 suggests that with a large physical source, the

required receiver spacing is still dense. For a synthetic aperture source, however, we

can give different weight to the individual small sources to construct a smoother Ex

field. I illustrate this by constructing a 10 km long dipole by adding 100 dipoles that

are each 100 m long. Because the source is continuously moving in a CSEM survey,

we have such spatially distributed small sources without any additional acquisition.

To reduce the contribution from the edges of the large source, we use a Hann window
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function squared as defined by

w(n) =
1

4
(1− cos(

2πn

N − 1
))2, (3.10)

where n is the index of the individual small sources and N is the total number of the

sources used in the array (N=100 in this case). Figure 3.17 shows the fields from this

weighted 10 km long synthetic source. Comparing with a physical 100 m dipole (figure

3.14) and a 10 km dipole (figure 3.16), the fields in figure 3.17 are much smoother and

the high wave number components are removed. Consequently, the required receiver

spacing increases from 50 m to 1 km. Figure 3.18 shows the decomposed fields using

a 1 km receiver spacing comparing with those using 50 m spacing. Figure 3.18(a) is

the downgoing field from the weighted 10 km long source and figure 3.18(b) is the

upgoing field. The solid lines are the fields calculated with 50 m receiver spacing and

the dashed-marked lines are calculated based on a receiver spacing of 1 km. Because

the high wave number components of the original E and Hy fields are removed by

tapering, we can increase the required receiver spacing from 50 m to a realistic value

(1 km) used in current CSEM surveys.

3.6 Discussion and Conclusions

I have shown that by using the multi-dimensional-deconvolution interferometry in

a 3-D synthetic CSEM survey, the airwave in shallow water is removed. The reflection

response of the subsurface is obtained, which contains information only from below

the receiver level. Consequently, the difference between the models with and without a

reservoir is significantly enhanced. The required receiver sampling criterion, however,

is unrealistically dense comparing to current CSEM surveys. Besides, a 2-D receiver

array, instead of the receivers located on a line, is required to apply this technique
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accurately .

In order to increase the required receiver spacing, we introduce the synthetic

aperture concept. In this chapter, we demonstrate how to construct a large source in

the inline direction. By tapering the contribution to the large synthetic source, we

effectively remove the high wave number components in the E and H fields. These

smooth E and H fields requires less receivers in the up-down decomposition process.

In this chapter, Hann window function squared has been used. One, however, can

design other tapering windows to remove the spikes in data. Note that in the real

part of the Ex field (figure 3.17), there are small bumps at the edge of the source.

These bumps contains some high wave number components. The tapering window

can be optimized to further increase the required receiver spacing in the up-down

decomposition.

If there are only receivers located on a line, the lack of information in ky leads

to an inaccurate up-down decomposition. In order to accurately decompose the field,

receivers in the crossline direction are crucial. As we have done in the inline direction,

further research on the 3-D synthetic aperture source is needed to reduce the crossline

direction receiver spacing. The upgoing field from a 2-D decomposition, however,

still increases the imprint of the reservoir. Therefore, 2-D decomposition can still be

valuable for interpreting the presence of the reservoir as well as the inversion of the

CSEM data, as long as one applies the same process to both data and synthetics.
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Chapter 4

CAN DIFFUSIVE FIELDS BE STEERED AND FOCUSED?

4.1 Summary

Although beam steering and focusing have been used for waves in many im-

portant ways, the application of these concepts to diffusive fields has not been wide

spread because of a common belief that diffusion lacks directionality and therefore

can neither be steered nor focused. We show the similarities between diffusion and

waves and prove that diffusive fields can be steered and focused both in the frequency

domain and time domain. This finding has potential of extending the use of diffusive

fields as a diagnostic tool in science.

4.2 Introduction

In general, diffusive fields (such as diffusing chemicals, heat, low-frequency elec-

tromagnetics in conductive media, light in highly scattering media) are fields whose

propagation is governed by the diffusion equation or that have a diffusive character.

An example of the latter is low-frequency electromagnetic fields in conductive media

(Ward & Hohmann, 1987). These diffusive fields have been used in important ways in

modern science (Yodh & Chance, 1995; Mandelis, 2000). Beam steering and focusing

have been widely used for waves (Barber, 1985; Ralston et al., 2007; Cutrona, 1975;

Bellettini & Pinto, 2002; Song & Park, 1990; Lu et al., 1994; Wooh & Shi, 1999; Liu &

Weiss, 2009; Lu et al., 2006) either by using a physical array that steer or focus waves,

or by using data processing to achieve this (referred to as the synthetic aperture tech-
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nique in Refs (Barber, 1985; Ralston et al., 2007; Cutrona, 1975; Bellettini & Pinto,

2002)). These techniques have seldom been discussed for diffusive fields because it is

commonly believed that such fields lack directionality (Mandelis, 2000; Gershenson,

1999). In this letter, we use the similarities between the Green’s functions of waves

and diffusion in a homogeneous space to show that diffusive fields can be steered and

focused. For vector fields, the change of the propagation direction also causes the

change in the polarization of the field.

As with the applications involving waves, beam steering and focusing for diffusive

fields can extend the use of these fields and open new research directions. For example,

it is shown in (Fan et al., 2010b) that the anomaly in the electromagnetic field due

to the presence of the submarine hydrocarbon reservoir is dramatically increased by

applying beam steering to diffusive electromagnetic fields.

4.3 Similarities Between Diffusion and Waves

Although diffusion and wave propagation are two different fundamental physi-

cal processes, the analogy in the mathematical description of these two processes is

known (Kunetz, 1972; Isaev & Filatov, 1981; Filatov, 1984; Lee et al., 1989). Also,

the interference (a wave concept) of diffusive fields has been widely used in physics

(Schmitt et al., 1992, 1993; Knuttel et al., 1993; Yodh & Chance, 1995; Wang &

Mandelis, 1999).

The 3D diffusion equation in a homogeneous medium, under the Fourier conven-

tion f(t) =
∫
F (ω)eiωtdω, can be written in the frequency domain as

D∇2G(r, rs, ω)− iωG(r, rs, ω) = −δ(r− rs), (4.1)

where D is the diffusivity of the medium, δ the Dirac-Delta function, ω the angular
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frequency, and G(r, rs, ω) the Green’s function at position r from a source at rs. The

homogeneous equation D∇2u(r, ω) − iωu(r, ω) = 0 has plane wave solution in the

frequency domain

u(r, ω) = e−ikn̂·re−kn̂·r, (4.2)

where k =
√
ω/(2D). Equation (4.2) shows that at a single angular frequency ω,

diffusion can be treated as damped wave propagation (Mandelis, 2000). Because of

the used Fourier-convention, this solution is multiplied with eiωt to give an outgoing

propagation. Term e−ikn̂·r, therefore describes the propagation of the field in the n̂

direction and e−kn̂·r defines the decay of the field in the n̂ direction. Note that as with

monochromatic wave propagation, diffusion admits solutions with a specific direction

of propagation.

A transform used often to covert a diffusive field to a lossless wave is iω′ =
√
iω (Lee et al., 1989; Gershenson, 1999). This transform is referred to as the q-

transform or diffusive-to-propagation mapping. In practice, this transform usually is

not stable. In this letter, we use another approach to implement diffusion as damped

and dispersive wave propagation. Following the definition of the phase velocity v =

ω/k =
√

2Dω and the attenuation coefficient α =
√
ω/(2D), one can view diffusion

as a dispersive wave both in phase velocity and attenuation. With this representation,

a traditional Fourier transform can be used to transfer the field to the time domain.

In the next section, we construct synthetic elongated sources (i.e. the white bar

in Fig. 4.1) by adding point sources together. The field from a point source is given

by the Green’s function of equation (4.1)

G(r, rs, ω) =
1

4πD |r− rs|
e−ik|r−rs|e−k|r−rs|, (4.3)
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where rs is the source position (Mandelis, 2001). The diffusive field generated by the

synthetic line source is steered and focused by applying appropriate phase shift and

energy compensation. Both frequency domain and time domain examples are shown

in the next section.

4.4 Numerical Examples

Next we show numerical examples of field steering and focusing in both the

frequency domain and the time domain.

4.4.1 Frequency Domain

In many applications of diffusive fields, the analysis is carried out in the frequency

domain. This is the case, for example, in controlled source electromagnetics for

hydrocarbon exploration (Edwards, 2005; Constable & Srnka, 2007). The frequency

domain steering and focusing method in this section can also be adapted to time-

domain monochromatic fields such as a single-frequency light in strongly scattering

media.

Here we show a numerical example for a three-dimensional homogeneous medium

with the diffusivity of D =2.4×105 m2/s, which corresponds to the diffusivity of low

frequency electromagnetic fields in conductive sea water. The frequency of the field

used in this section is 0.25 Hz. The field from a 10 km linear synthetic source, as

illustrated by the white bars in Fig. 4.1 , is defined as

GA(r) =

∫ L/2

−L/2
e−i∆φ(x)e−A(x)G(r, x, ω)dx, (4.4)

where x is the individual point source location, L the length of the synthetic source,

∆φ(x) the phase shift for the source at location x and A(x) an energy compensation

coefficient for the source at x. The phase shift ∆φ(x) controls the interference of the
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field from different sources. Because of the strong decay of the field, the contribution

from each individual source to the total field can be very different at a specific point

depending on the distance between the individual source and this observation point.

For this reason, an exponential term e−A(x) is needed to compensate for the diffusive

loss. We choose the energy compensation coefficient A(x) to be the same as φ(x).

The decay of the field is associated with the applied phase shift, and the attenuation

coefficient in equation (4.3) has the same value as the wave number (
√
ω/(2D)).

For steering the field, we use a linear phase shift φ(x) = c1k∆x, where ∆x =

|x+ L/2| is the distance between each source and the left edge of the synthetic source,

c1 = sin θ is a coefficient to control the steering angle θ. We next steer the field

approximately 45 degrees to the right side of the source using c1 = 0.7. Because of

the rapid decay nature of the diffusive field, no feature can be visualized with a linear

scale. In order to visualize both the amplitude and sign of the highly attenuated field

GA, we define the following transformation. First, the imaginary part of GA is scaled

by IG = mIm(GA), where m is a scaling factor to make the smallest amplitude of |IG|

to be 100. We then define

Z = sgn(IG)log10 |IG| , (4.5)

to retain the sign of the field. The upper and middle panels of Fig. 4.1 show the new

dimensionless field Z, which is the logarithm of |IG| with a minus sign when IG is

negative. The upper panel shows the field with zero steering (c1 = 0). In the middle

panel, the field is steered at approximately 45 degrees and the constant phase fronts

are tilted by the steering (c1 = 0.7). The lower panel of Fig. 4.1 is the ratio of the

field amplitude with phase steering to the field amplitude without the phase steering,
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defined as

R =

∣∣∣∫ L/2−L/2 e
−i∆φ(x)e−∆φ(x)G(r, x, ω)dx

∣∣∣∣∣∣∫ L/2−L/2 e
−∆φ(x)G(r, x, ω)dx

∣∣∣ . (4.6)

This ratio is the largest at angle of 45 degrees from the synthetic source. This example

illustrates that we can indeed steer a frequency-domain diffusive field at a designed

angle.

We next apply a phase shift, which is designed to focus the diffusive field, to

the individual sources. When (xf ,zf ) is the designed focal point in the x-z plane,

the distance from the focal point to the nearest end (xe,ze) of the synthetic source

is r =
√

(xe − xf )2 + (ze − zf )2. The phase shift for each point source is defined as

∆φ(x) = k(
√

(x− xf )2 + (z − zf )2 − r). In Fig. 4.2 we show an example of focusing

with the focal point at (x=0 km, z=1 km). As in the example in Fig. 4.1, the

imaginary part of GA is transformed using equation (4.5) and field Z is shown in the

upper panel. The lower panel is the ratio of |GA| after and before focusing, as defined

in equation (4.6). The lower panel of Fig. 4.2 shows that with this phase shift the

diffusive field indeed focuses at the designed location. The relationship between field

focusing and the synthetic source properties (e.g. size and distance to the focal point)

is described in the literatures of focusing technique for waves (Lu et al., 1994; Wooh

& Shi, 1998, 1999)].

4.4.2 Time Domain

For waves in non dispersive media, the steering and focusing in the above section

can be also achieved by employing the individual sources with a different time de-

lay (Wooh & Shi, 1998, 1999), but because of the dispersive character of diffusive

fields, this time delay can not be applied to diffusive fields. Following equation (4.4),

the steering in the frequency domain for a source at location x can be represented
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Figure 4.1. Upper panel: transformed field Z with zero steering (c1 = 0); Middle
panel: transformed field Z after steering at angle of 45 degrees (c1 = 0.7). Lower
panel: ratio of the field amplitude |GA| with steering to the amplitude without steer-
ing. The white bar in the two panels illustrates the size of the elongated synthetic
source.
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Figure 4.2. Upper panel: transformed field Z using equation 4.5 after focusing at
(x=0 km,z=1 km). Lower panel: ratio of the field amplitude |GA| with focusing to
the amplitude without focusing. The white bar in the two panels illustrates the size
of the elongated synthetic source.
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by a multiplication with S(ω, θ, x) = e−
√
iω/D(x+L/2) sin θ. In the time domain, this

multiplication corresponds to a temporal convolution with

s(t, θ, x) = H(t)
(x+ L/2) sin θ√

4πDt3
e(x+L/2)2 sin2 θ/(4Dt), (4.7)

where H(t) is the Heaviside function (makes s(t, θ, x) zero for the negative time).

Contrary to non-dispersive waves, the steering is no longer a time shift factor, but

a full time-convolution operator acting on all times for the source switching time to

the time instant when steering is desired.

Here we take the dispersive-wave view of diffusion and present a method to steer

or focus diffusive fields by synthesizing these fields in the frequency domain following

the method we presented in the above section, and then Fourier transform back to

the time domain. The following example shows that this synthesized field indeed can

be steered or focused in the time domain.

In this example, the medium is the same as the one we used in the above ex-

amples. The source signal is a Gaussian wavelet with a frequency distribution of

g = e−(f−f0)2/σ2
, where f is the frequency, central frequency f0=5 Hz, σ =

√
5 Hz.

A linear 5 long km synthetic source (the white bars in Fig. 4.3) is constructed by

adding individual sources in the line. Each frequency component is steered or focused

using the method presented above (with same steering angle and focal point), but

in this example the sources are not weighted. The Fourier transform of the modified

field shows how the field propagates in time. Fig. 4.3 is a snapshot at t = 0.2 s.

The transformed field Z is displayed using equation (4.5). The white bar in both

panels illustrates the length of the synthetic source. The upper panel shows that the

field propagates at an angle of 45 degrees to the right of the source as denoted by

the dashed arrow. Because the attenuation increases with frequency, the high fre-
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quency components are only visible close to the source array, while the low frequency

components travel further. In the lower panel, the field focuses at the depth of 1

km. The dashed arrows illustrate how the field propagates. An video of how the

field is propagated in time can be seen online. Although the original waveform is not

retained because of the dispersion in both velocity and the attenuation, this example

illustrates that the total field in the time domain indeed can be steered and focused.

4.5 Conclusion

We have shown that diffusive fields can be treated as waves with a specific disper-

sion in both phase velocity and attenuation. In the frequency domain, diffusive fields

can be steered and focused with proper phase shifts and amplitude weighting. In the

time domain, the field can not be steered or focused with simple time shifts to the

individual sources. Instead, each frequency component needs to be treated separately

in the frequency domain first. The Fourier transform of these treated frequency com-

ponents shows a steering or focusing of the field in time. The techniques provided

in this letter has potential of extending or improving the use of diffusive fields, in

applications such as hydrocarbon exploration using low frequency electromagnetics,

submarine communications, and medical imaging using diffusive light.
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Figure 4.3. Upper panel: the diffusive field at t=0.2 s with field steered at angle of 45
degrees. Lower panel: the diffusive field at t=0.2 s with field focused at position (x=0
km,z=1 km). The white bar in the two panels illustrates the size of the synthetic
source.
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Chapter 5

INCREASING THE SENSITIVITY OF CONTROLLED SOURCE

ELECTROMAGNETICS WITH SYNTHETIC APERTURE

5.1 Summary

Controlled-source electromagnetics (CSEM) has been used as a de-risking tool

in the hydrocarbon exploration industry. Although there have been successful appli-

cations of CSEM, this technique is still not widely used in the industry because the

limited types of hydrocarbon reservoirs CSEM can detect. In this chapter, we apply

the concept of synthetic aperture to the low frequency electromagnetic field in CSEM.

Synthetic aperture sources have been used in radar imaging for many years. Using

the synthetic aperture concept, big synthetic sources can be constructed by adding

the response to small sources (building blocks) in different ways, and consequently,

big sources with different radiation patterns can be created. We show that the de-

tectability of hydrocarbons is significantly enhanced by applying synthetic aperture

to CSEM data. More challenging targets such as deep reservoirs 4 km below sea

floor can be detected. We also propose alternative acquisition systems based on the

increased response obtained by synthetic aperture techniques. This includes towing

the source close to the sea surface, and towing both source and receivers close to the

sea surface. These new acquisition geometries reduce the cost of CSEM surveys. We

also show, with the synthetic aperture concept, how a synthetic vertical source can

be constructed by adding the response to small horizontal sources. The synthetic

aperture concept opens a new line of research in CSEM, with the freedom to design
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suitable synthetic aperture sources creatively for a given purpose.

5.2 Introduction

Low frequency controlled-source electromagnetics (CSEM) has been used in the

oil industry as a de-risking tool to distinguish hydrocarbon reservoirs since the begin-

ning of this century. In hydrocarbon exploration, CSEM is also referred to as seabed

logging (Ellingsrud et al., 2002). The fundamental assumption of using CSEM as a

detector of hydrocarbons is that porous rocks are resistive when saturated with gas

or oil, but conductive when filled with brine. The history and detailed description

of CSEM is given by MacGregor & Sinha (2000), Edwards (2005), and Constable &

Srnka (2007).

Although there are many successful case studies showing the ability of CSEM to

detect hydrocarbon reservoirs, this method has not been completely accepted by the

industry as an exploration tool. The fundamental reason of the limitations in using

CSEM is the diffusive nature of the electromagnetic field in conductive media such

as sea water and the subsurface below it. Because of diffusion, the electromagnetic

field decays rapidly in space, and consequently the secondary field refracted from the

target can be much smaller than the background field (the received field without the

target). Because only the secondary field from the target carries information about

the target, the interpretation of the target signature can be difficult or impossible if

the target field is hidden in the background field. Therefore, most of the successful

applications of CSEM are in deep water (>1 km), with a shallow target (<2.5 km),

with a large horizontal extent (several kilometers), and few other resistors in the

background. Even with these criteria, the anomaly in the recorded field due to the

hydrocarbon reservoir is small.

Fan et al. (2010b) showed that the detectability of hydrocarbon reservoirs in-
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creases dramatically by forming a synthetic aperture source for CSEM. In this chap-

ter, we explore this concept in more detail and show some of the valuable applications

and improvements to CSEM exploration. Synthetic aperture is a concept that has

been widely used in the radar and sonar community e.g., (Barber, 1985; Ralston

et al., 2007; Zhou et al., 2009; Cutrona, 1975; Riyait et al., 1995; Bellettini & Pinto,

2002). The basic idea of the synthetic aperture concept is to use the interference of

the fields from different sources to construct a big synthetic source (aperture) which

has a special radiation pattern designed for a specific purpose.

We consider a simple example to illustrate the concept. In a lossless homoge-

neous space, the frequency-domain 3D Green’s function is G(r, ω) = eikr/r for wave

propagation. The real part of the Green’s function from a point source located at the

origin is shown in the upper panel of figure 5.1. In this example we use a frequency

of 0.25 Hz, a medium velocity of 866 m/s. We next construct an 10 km long elon-

gated source by adding 200 uniformly distributed point sources from x = -5 km to

5 km, all at z=0 km. Apart from contributions from the edges of the source array,

the elongated source emits a plane wave that propagates in the vertical direction

(lower panel of figure 5.1). Compared to a physical source 10 km long, one has more

freedom in building a big source synthetically by adding the fields emitted by small

sources. For example, a linear phase shift along the source array can be applied to

the individual sources before the summation, and as a result the total field is steered

in a certain angle. This is illustrated by the upper panel of figure 5.2. Similarly, the

total field can be focused in a location if appropriate phase shifts are applied to the

individual sources, as shown in the lower panel of figure 5.2. Steering and focusing

using synthetic aperture has already been used for wave problems such as radar and

ultrasound imaging (Berson et al., 1981; Lu et al., 1994; Korobov et al., 2010; Aguttes
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et al., 2000; Wang et al., 2009).

We have shown in Chapter 3 that diffusive fields can also be steered and focused

by applying appropriate phase shift and amplitude weighting. Consequently, one can

extend the synthetic aperture concept to CSEM, where the electromagnetic fields

propagate diffusively. The basic idea is that a diffusive field can be viewed as a highly

attenuating wave with dispersion in both phase velocity and attenuation. In fact, the

similarities in the mathematical expressions of wave propagation and diffusion can

be found in the literature (Kunetz, 1972; Isaev & Filatov, 1981; Filatov, 1984; Lee

et al., 1989; O’Leary et al., 1992; Boas et al., 1993, 1994). Also, the interference of

diffusive fields has been widely used in physics (Schmitt et al., 1992, 1993; Knuttel

et al., 1993; Yodh & Chance, 1995; Wang & Mandelis, 1999).

In this chapter, we show that the imprint of the hydrocarbon reservoir in a

measured field can be dramatically increased by applying field steering to CSEM

data. This enhances the ability to detect more challenging reservoirs. We show that

a deep target (4 km below the sea floor) can be detected with field steering. We

also propose the possibility of alternative acquisition systems based on the increased

response obtained with synthetic aperture techniques. This includes towing the source

close to the sea surface, and towing both source and receivers close to the sea surface.

These new acquisition geometries reduce the cost of CSEM surveys. Note that the

concept of synthetic aperture is not limited to field steering or focusing. In the

last example in this chapter, a synthetic vertical source is constructed by using two

pairs of orthogonal dipoles. In practice, one can design a variety of synthetic sources

depending on the goal of the survey. As is common for CSEM, the data and analysis

in the following examples are in the frequency domain.
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Figure 5.1. Upper panel: real part of the Green’s function G(r, ω) = eikr/r for a point
source of waves; Lower panel: an elongated source, 10 km long, created by adding
Re(G) from 200 point sources between x=-10 km and x=10 km.
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Figure 5.2. Upper panel: an elongated source, 10 km long, created by adding Re(G)
from 200 point sources with field steering at 45 degrees; Lower panel: an elongated
source, 10 km long, created by adding Re(G) from 200 point sources with field focusing
at x=0 km and z=-3 km;
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5.3 Field Steering

A general formula for constructing a synthetic aperture source SA is

SA(r, ω) =
N∑
n=1

ane
iφns(r, rn, ω). (5.1)

At a single angular frequency ω, a synthetic source at location r is a superposition

of the spatially distributed sources that are located from r1 to rN with an amplitude

weighting an and a phase shift φn. In expression (5.1), s(r, rn, ω) is the individual

source function. Consistent with typical CSEM surveys, the sources are assumed

to be continuously distributed along a line (taken to be the x axis). We apply a

linear phase shift to the individual source in the line to steer the field to an designed

direction. The total field can be represented as

SA(x, ω) =
N∑
n=1

e−ic1α∆xne−c2α∆xns(x, xn, ω), (5.2)

where α =
√
ωµσ/2 is the real or imaginary part of the wave number k for the diffusive

electromagnetic field, µ is the permeability, σ is the conductivity, c1 is a coefficient to

control the steering angle (phase change), c2 is a coefficient to compensate the energy

loss due to the diffusion (amplitude weighting), and ∆xn = |xn − x1| is the distance

from the source xn to the left edge of the array.

5.3.1 Shallow Target

We first show field steering to a shallow target (1 km below the sea floor) to illustrate

the dramatic increase of the reservoir anomaly in measured fields. The model we

use in this numerical example is shown in figure 5.3. A hydrocarbon reservoir with

resistivity of 100 Ωm is centered at the origin, with horizontal extent of 5 km in the
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x and y directions and a thickness of 100 m. The sea water is 1 km deep with a

resistivity of 0.3 Ωm. The subsurface background is a half space with a resistivity of

1 Ωm. The receivers are located at the sea floor and a 100 m dipole source with a

current of 100 A is continuously towed 100 m above the receivers. The source current

oscillates with a frequency of 0.25 Hz.

Figure 5.4(a) shows the inline electrical fields in the presence of the reservoir

(dashed line) and without the reservoir (solid line) from a single 100 m dipole whose

center is located at x=-6.5 km. There is a slight increase in the field around x=0

km when the reservoir is present. This 20% difference is shown by the ratio of the

field with the reservoir to the field without the reservoir (thin solid curve in figure

5.4(e)). We next costruct a 5 km long dipole by superposing the 50 employed se-

quential sources. This is equivalent to setting c1=0 (zero angle steering), c2=0 (same

weighting), and N=50 in equation 5.2. The superposition of the fields is exactly the

same as the field from a 5 km long physical dipole source with a current of 100 A.

The total Ex fields are given by figure 5.4(b). The ratio of the fields with and without

the reservoir is shown by the dashed curve in panel (e). Although the overall signal

strength increases compared to the single 100 m source (panel (a)), the difference in

the measured Ex fields between the models with and without the reservoir does not

significantly increase by simply using a longer dipole.

We next apply a linear phase shift to the 50 sequential sources using c1=0.7 to

steer the field to the angle of approximately 45 degrees. The coefficient c1 controls

the slope of the linear phase shift and can be related to the steering angle θ (steering

direction to the vertical) by c1 = sin θ (valid for c1 < 1) (Fan et al., 2010a). Figure

5.4(c) shows the Ex field excited by the synthetic aperture source whose field is steered

to the right. The ratio of the steered fields is illustrated by the thick solid curve in the
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Figure 5.3. Model used in section “Shallow target”. The arrow towed by the boat is
the dipole source and the triangles on the sea floor are the receivers.
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bottom panel. This example shows that the detectability of the reservoir significantly

increases by steering the field toward the target.

To explain the effectiveness of field steering, we consider how the field steering

affects the way in which the electromagnetic field propagates. Figure 5.5 is a sketch

of the paths along which the electromagnetic field propagates from the source to a

receiver. Because of the radiation pattern of a dipole antenna, most of the energy

propagates perpendicular to the dipole direction. For the horizontal dipole used in

CSEM, most energy therefore propagates vertically (solid arrows from the source in

figure 5.5). The vertical downgoing energy propagates into the subsurface where,

in this case, the target is not located. This portion of energy therefore does not

contribute to detect the target. Because of the extremely small critical angle from

sea water to the air, the vertical upgoing energy is converted to airwave at the sea

surface. The airwave does not attenuate while traveling along the sea surface, hence

the airwave dominates the recorded field for large offsets. Besides the vertical paths,

the energy also propagates in all other directions as illustrated in figure 5.5. Part

of the energy radiates upward is totally reflected at the sea surface (dashed lines in

figure 5.5). The downgoing energy that reaches the target is refracted by the target

and the upgoing field after this refraction is called the target field.

When the field is steered toward the target, there are two changes in the radiation

pattern that lead to the increased imprint of the reservoir in the measured field. First,

since the electrical field is transversely polarized, both the total electrical field and the

z-component of the E field increase at the target location when the field propagation

is steered from the vertical direction to a tilted angle. The z-component of the E field

diagnoses changes in the conductivity in the vertical direction (Edwards, 2005), so

the secondary field refracted from the reservoir increases. In the synthetic example,
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this secondary field increases only about 30% (not shown in figure 5.4). Second,

when the energy is steered away from the vertical direction, the fields reflected by the

sea surface increases while the airwave decreases. Because the reflected field has a

longer propagation path in the sea water than the air wave, it attenuates more, and

hence the total received field decreases due to airwave reduction. Evidence to support

the reasoning of the reducing airewaves is that the tail part of the background Ex

field, which consists mostly of the airwave, decases on both sides of the source no

matter whether the field is steered to the right or left. Given that the secondary field

from the target increases because of the better illumination, and the background field

decrases mainly because of the airwave reduction, the imprint of the reservoir is more

pronounced after field steering.

So far we have applied phase shifts to the individual sources to steer the total

field to one side of the synthetic source. The attenuation of a diffusive field causes the

sources on the opposite side to give a smaller contribution to the synthetic aperture

construction because they propagate a greater distance. Because the diffusive field

decays exponentially, an exponential weighting term e−c2α∆xn in equation (5.2) is

included to compensate for this energy loss, where c2 is a constant that controls

how much weight each individual sources have. Fan et al. (2010a) show that for an

homogeneous medium, the best steering is achieved for c2 = c1. But in the layered

model used here we find empirically that the anomaly due to the reservoir is largest

when c2 is 0.1. Figure 5.4(d) shows the fields after including the energy compensation

term e−0.1α∆xn . This difference is quantified by the ratio of the fields with and without

the target and is illustrated by the dashed-dotted line in panel (e).

Why is the optimal value of c2 different for a homogeneous medium than for the

layered model we use here? As explained earlier, there are two reasons that cause
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Figure 5.4. Panels (a) to (d) show the inline electrical fields with the reservoir (dashed
lines) and without the reservoir (solid) for four different sources; a 100m dipole source
(panel (a)); a 5 km dipole source (panel (b)); a 5km synthetic source obtained from
field steering toward the target by the phase shift (panel (c)); a 5km synthetic source
obtained from field steering toward the target by the phase shift and the amplitude
compensation. Panel (e) shows the ratio between the fields with and without the
reservoir. The four curves in panel (e) represent the ratios from each of the panels
above.
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Figure 5.5. A sketch of the energy propagation paths from the source to the
receivers in CSEM.

the reservoir imprint to be more pronounced: the increase of the secondary field, and

the decrease of the background field. The increase of the secondary field is optimal

when c1 = c2, but the decrease of the background field is more complicated for a

variety of reasons. The first reason, as state above, is the reduction of the airwave

due to the change of the incident angle. The second reason is the interference between

different arrivals, which makes the resulting interference of these arrivals depend in

a complicated way on the radiation pattern of the synthetic source. There are many

different paths for the energy travel from the source to the receivers, as figure 5.5

illustrates. Energy can propagate directly from the source to the receiver, be carried

in the airwave, be reflected and refracted from the sea floor, or be refracted back

from the shallow depth (like a diving wave). There is constructive and destructive

interference between these arrivals. When the field is steered, destructive interference

can occur in the background field (the dip around x =2 km in figure 5.4(c)(d)). This

dip in the background field creates a window through which the secondary target

field can be better detected. As the amplitude of each arrivals varies, the amplitude

weighing (by parameter c2) of individual sources becomes critical because destructive

interference only occurs when the interfering fields are of a comparable strength.
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Further research is needed to identify the individual arrivals, to better understand

the mechanism of the destructive interference, and optimally design the amplitude

weighting for each source. For example, what is the best combination of c1 and c2?

Is the exponential weighting function best at creating the interference window? In

practice, one can numerically search the optimal values of c1 and c2 for the particular

model used. A large number of c1 and c2 pairs can be used in the creation of the

synthetic aperture source, and one can numerically search the pairs of c1 and c2 that

give the largest anomaly. This is equivalent to sweeping the field steering from zero

to ninety degrees while changing the weighting of the individual sources. Because the

CSEM data set is relatively small, the computational cost of this parameter search is

low. Note that one does not need to acquire new field data to carry out this parameter

search. It only requires processing of existing data.

The above example shows that the synthetic aperture technique dramatically in-

creases the difference in electrical field response between the models with and without

the reservoir by a factor of 30. Note that this is achieved without altering the data

acquisition. If noise is added in the above example, the main observation still holds

as the coherent fields from the source are still steered. The signal to noise ratio is

enhanced because the coherent field increases faster than the noise does when a big

synthetic source is constructed. However, the anomaly ratio may not be as big as the

example’s factor of 30 because the noise is not coherent and can not be steered.

5.3.2 Deep Target

We have shown that the imprint of the shallow target (1 km below the sea floor)

dramatically increases after applying field steering. It is logical to think that field

steering could help detect deeper targets. The current deepest reservoir that CSEM

can detect is about 3 km. This limitation in depth penetration of CESM makes this



106

technique currently not suitable for most of the deep reservoirs. In the following

example, we show that by applying field steering to the current CSEM data, a deeper

reservoir (4 km below the sea floor) can be clearly detected.

In the following numerical example, a hydrocarbon reservoir with a resistivity

of 100 Ωm is centered at the origin with horizontal extent of 8 km in the x and y

directions and a thickness of 100 m. The reservoir is 4 km below the sea floor. The

source and receiver parameters are the same as used in the above example. For a

better penetration, we choose a lower source frequency of 0.01 Hz. The measured Ex

fields (single dipole) are shown in figure 5.6(a). No difference can be seen between

the field with the reservoir (solid line) and the field without the reservoir (dashed

line). The ratio of these two fields is shown as the solid line in the bottom panel.

The vertical lines in each panel represent the edges of the reservoir in the horizontal

direction. In fact, no anomaly is visible no matter where the source is located. Figure

5.6(b) shows the field from a 5 km long synthetic source with the field steered toward

the right. A clear anomaly is present both in the measured field (figure 5.6(b)) and

the ratio (figure 5.6(c)). In this case, multiple c1 and c2 pairs are tested, with the

optimal pair found to be c1 = 3.4 and c2 = 0.1.

As described above, c1 can be related to the incident angle by c1 = sin θ when

c1 <1, but what happens if c1 becomes larger than one? We first answer this question

for wave propagation. For mathematical simplicity, we analyze a 2-D wave field in

a homogeneous medium with k2
x + k2

z = ω2/v2, where v is the wave velocity. With

field steering, the horizontal wavenumber becomes kx = c1ω/v, making the vertical

wavenumber kz = ±
√
ω2/v2 − c2

1ω
2/v2. When c1 is less than one, it is related to

the steering angle by c1 = sin θ and kz = ω cos θ/v. When c1 is bigger than one,

kz is imaginary and the total field is evanescent. For a diffusive field in a homo-
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geneous medium, k2
x + k2

z = iω/D, with D the diffusion constant. With steering,

the horizontal wave number is kx = c1

√
iω/D, while the vertical wavenumber is

kz = ±
√
iω/D − c2

1iω/D = ±
√
iω/D(1− c2

1). When c1 >1, kz is still complex, but

the decay rate in the z direction depends on the value of c1. When c1 > 1, it becomes

a amplitude weighting parameter. As stated above, the amplitudes for different ar-

rivals are crucial to create the destructive interference in the field. In this case, both

c1 and c2 control the amplitude weighting and we find empirically that the combina-

tion of c1 = 3.4 and c2 = 0.1 creates this destructive interference window that makes

it possible to detect a reservoir at 4 km depth.

5.3.3 Shallow Sources and Ocean Bottom Receivers

In current CSEM surveys, the source is towed close to the sea floor to minimize the

dissipative loss in sea water. Towing a source at depth can be technically challenging

and expensive. Since field steering can increase the imprint of the reservoir dramati-

cally, we propose a new acquisition system in which the source is towed close to the

sea surface. Note that if the water depth is too big, near-surface towing obviously can

not work because all the energy would dissipated in the sea water. But in relatively

shallow water, near-surface towing can be applicable considering the increased de-

tectability by applying field steering. In the following example, we use a water depth

of 500 m, but this is not a limiting case. Further research is needed to investigate

the maximum water depth for a given target for near-surface towing. A modeling

feasibility study can be carried out to test if near-surface towing is appropriate for

the given water depth and given target (i.e. size, depth and conductivity) following

the method we use below.

The model used in this example is shown in figure 5.7. A hydrocarbon reservoir

with the resistivity of 100 Ωm is centered at the origin at a depth of 1 km below the
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Figure 5.6. Panel (a) and (b) show the inline electrical field with the reservoir (red
dashed lines) and without the reservoir (black solid lines) for two different sources;
a single dipole source (panel (a)) and a 5 km synthetic source obtained from field
steering toward the reservoir by the phase shift and the amplitude compensation
(panel (b)). Bottom panel shows the ratio between the fields with and without the
reservoir. The two curves in the bottom panel represent the ratios from each of the
panels above.
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sea floor, a horizontal extent of 4 km in the x and y directions, and a thickness of

100 m. The source is a 100 m dipole source with a 100 A current, towed 10 m below

the sea surface, oscillating at a frequency of 0.25 Hz. The receivers are located on

the sea floor. In figure 5.8(a), the measured Ex fields from the single dipole show

no difference between the field with the reservoir (solid line) and the field without

the reservoir (dashed line) because the airwave dominates the measured fields. The

ratio of the background and the total field is shown by the solid line in figure 5.8(d).

Figure 5.8(b) shows the background and total fields from a 5 km long synthetic source,

whose field is steered downward (zero steering). The overall field strength increases

but no imprint of the reservoir can be seen. The ratio of the fields is shown by the

dashed line in the bottom panel. Next, we steered the field toward the right using

c1 = 0.7 and c2 = 0.1. A clear anomaly is then seen in figure 5.8(c), with the ratio

of the background field and the total field from panel (c) indicated by the dashed-

dotted line in the bottom panel. Note that in this case, the field with the reservoir

is smaller than the field without reservoir. The definition of the ratio in the bottom

panel is different from those used in the previous examples. Instead of the ratio of

the total field and the background field, we show the inverse ratio as the total field

is smaller than the background field. In fact, that the total field is smaller than the

background field is an indication of the destructive interference between the target

field (secondary field) and the airwave.

We have shown the case where the source is towed 10 m below the sea surface.

To take this one step further, we also test the extreme case of towing the source at

the sea surface. As shown in figure 5.9, towing the source at the sea surface does not

result in a significant difference compared with towing the source at 10 m in depth.

The above two examples show that by applying field steering, CSEM acquisition can
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be simplified by towing the source close to or on the sea surface.

5.3.4 Shallow Sources and Receivers

We have shown that by constructing appropriate synthetic aperture, it is possible

to tow the source close to the sea surface. In this section, we investigate if it is

possible to tow both the source and receivers close to the sea surface. The main

reason for locating receivers on the sea floor is to reduce the dissipative loss of the

electromagnetic fields. Since we can use field steering to better detect the reservoir,

towing receivers close to the sea surface becomes feasible. This new type of acquisition

can significantly reduce the survey cost and provide dense receiver locations because

the receivers are also continuously moving. The dense receiver spacing is crucial

for many techniques used in CSEM such as CSEM migration (Zhdanov et al., 1995,

1996; Zhdanov & Traynin, 1997), up down decomposition and CSEM interferometry

(Wapenaar et al., 2008; Fan et al., 2009; Hunziker et al., 2009, 2010). Edwards

(2005) described the concept of an ocean bottom source-and-receiver towing system

to densely distribute receivers. The-near surface source-and-receiver towing system

is shown in figure 5.10. The model and source parameters are exactly the same as

those used in the above section. The only difference is that the receivers are towed

together with the source at the same depth, instead of sitting on the sea floor.

As in the last section, we show two examples: towing the source and receivers 10

m below the sea surface (figure 5.11) and towing them on the sea surface (figure 5.12).

Neither the single source fields (figure 5.11(a), figure 5.12(a)) nor the zero steering

fields (figure 5.11(b), figure 5.12(b)) show a clear imprint of the reservoir. For the

steered field shown in figure 5.11(c) and figure 5.12(c), constructed with c1 = 0.7 and

c2 = 0.1, the imprint of the reservoir is clearly visible. The corresponding ratios of

the background fields and total fields are shown in figure 5.11(d) and figure 5.12(d).
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Figure 5.7. The model used in section “Shallow sources and ocean bottom
receivers”. The source is towed either 10 m or 0 m below the sea surface.
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Figure 5.8. Panel (a) through (c) show the inline electrical field with the reservoir
(dashed lines) and without the reservoir (solid lines) for three different sources; a
single dipole source (panel (a)); a 5 km synthetic source (panel (b)); and a 5 km
synthetic source obtained from field steering toward the reservoir by the phase shift
and the amplitude compensation (panel (c)). Panel (d) shows the ratio between the
fields with and without the reservoir. The three curves in panel (d) represent the
ratios from each of the panels above. In this system, the dipole source is towed 10 m
below the sea surface and receivers are at the sea floor.
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Figure 5.9. Panel (a) through (c) show the inline electrical field with the reservoir
(dashed lines) and without the reservoir (solid lines) for three different sources; a
single dipole source (panel (a)); a 5 km synthetic source (panel (b)); a 5 km synthetic
source obtained from field steering toward the reservoir by the phase shift and the
amplitude compensation (panel (c)). Panel (d) shows the ratio between the fields
with and without the reservoir. The three curves in panel (d) represent the ratios
from each of the panels above. In this system, the dipole source is towed at the sea
surface and receivers are at the sea floor.
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These two examples show that the near surface source-and-receiver towing system

can be used to detect hydrocarbon reservoirs by constructing an appropriate synthetic

aperture source. As described in the section above, this new acquisition can only be

applicable when the water is not too deep. While the examples shown here give a

proof of concept, further research is needed to investigate the feasibility of using near

surface source-and-receiver towing system for a given model (i.e. the relationship

between the water depth and target information, the near-surface background noise

and streaming noise).

5.3.5 Real Data Example

So far we have applied field steering to simple synthetic models. Next, we apply

field steering to real data. In real data, the field ‘without’ the reservoir is defined

as the measured field at a reference site under which there is no reservoir. Figure

5.13(a) shows the inline electrical fields both with (dashed) and without (solid) the

reservoir. There is a slight difference in the measured fields between x = 6 km to

x = 10 km, where the reservoir imprint is located. The reservoir is known to be

located between x = 3 km and x = 6 km. The corresponding ratio of the two fields is

shown by the solid curve in panel (d). The anomaly in the field near the reservoir is

approximately 20%. Beyond offsets of 10 km, the ratio oscillates as the field reaches

the noise level and is no longer reliable. Note that on the negtive offset side, no

difference in the measured field is observed because there is no reservoir on this side.

This consistency of the measured field is an indication that the background geology

is relatively uniform in that area.

Next, we construct a 4 km synthetic aperture source with no field steering. The

fields with and without the reservoir are shown by the dashed and solid curves in

figure 5.13(b), respectively. The corresponding ratio is the dashed curve in panel
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Figure 5.10. The model used in the section “Shallow towing system for the source
and receivers”. The source and receivers are towed either 10 m or 0 m below the sea
surface.
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Figure 5.11. Panel (a) through (c) show the inline electrical field with the reservoir
(dashed lines) and without the reservoir (solid lines) for three different sources; a
single dipole source (panel (a)); a 5 km synthetic source (panel (b)); a 5 km synthetic
source obtained from field steering toward the reservoir by the phase shift and the
amplitude compensation (panel (c)). Panel (d) shows the ratio between the fields
with and without the reservoir. The three curves in panel (d) represent the ratios
from each of the panels above. In this system, both the dipole source and receivers
are 10 m below the sea surface.
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Figure 5.12. Panel (a) through (c) show the inline electrical field with the reservoir
(dashed lines) and without the reservoir (solid lines) for three different sources; a
single dipole source (panel (a)); a 5 km synthetic source (panel (b)); a 5 km synthetic
source obtained from field steering toward the reservoir by the phase shift and the
amplitude compensation (panel (c)). Panel (d) shows the ratio between the fields
with and without the reservoir. The three curves in panel (d) represent the ratios
from each of the panels above. In this system, both the dipole source and receivers
are at the sea surface.
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(d). Because the longer dipole source has a better signal to noise ratio, both the Ex

field and the ratio are smoother than those from an individual source. The overall

difference between the responses, however, does not change.

We next steer the fields toward the reservoir using a phase shift (c1 = 0.8) and

amplitude weighting (c2 = 0.6). Figure 5.13(c) shows that the difference in the field

between the models with and without the reservoir has significantly increased after

we apply the field steering. The corresponding ratio is shown by the dashed-dotted

line in panel (d). The imprint of the reservoir is much more pronounced in panel

(c) than those in panel (a) and (b). Note that the response at negative offsets does

not show any difference in the field both before and after the field steering. This is

because there is no reservoir for negative offsets. The consistency on the negative

offset side, where there is no reservoir, confirms that field steering is only sensitive

to the presence of the reservoir. In this example, the choice of c1 and c2 is slightly

different from the synthetic examples we showed above. This is because the model

configurations in this real data example and the synthetic examples is different. This

field example shows that synthetic aperture techniques can improve the detectability

of a reservoir with field data.

5.4 Synthetic Vertical Source

As we state in the shallow target synthetic example, the z component of the E

field is sensitive to the changes in the conductivity in the vertical direction (Edwards,

2005). Therefore, it is not a surprise that a vertical oriented dipole source is most

efficient to detect the horizontal reservoirs because the electrical field lines from a

vertical source have a large z-component (Mogilatov & Balashov, 1996; Holten et al.,

2009). But in practice, there are many reasons that make it difficult to use a vertical

dipole as a source. First, to maintain the vertical position of the 100 m long dipole is
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Figure 5.13. Panel (a) through (c) show the inline electrical field with the reservoir
(red dashed lines) and without the reservoir (black solid lines) for three different
sources; a single dipole source (panel (a)); a 4km synthetic source (panel (b)); a 4
km synthetic source obtained from field steering toward the reservoir by the phase
shift and the amplitude compensation (panel (c)). Panel (d) shows the ratio between
the fields with and without the reservoir. The three curves in panel (d) represent the
ratios from each of the panels above. Note that the horizontal axis in panel (d) is
different from that in the other panels.
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technically challenging. Second, the survey time, as well as the cost, can dramatically

increase because of the difficulty in moving a vertical source.

We present a method to build vertical sources synthetically by adding orthogo-

nally distributed horizontal dipole pairs, as illustrated in figure 5.14. With the dipoles

(solid arrows 1 through 4 in figure 5.14) pointing at each other, the electrical field

lines in the center of the area are vertical, as the horizontal components of the field

cancel each other and the vertical components constructively interfere. These vertical

field lines are effectively equivalent to the field lines from a vertical dipole source, as

denoted by the dashed arrow in figure 5.14. A similar setup has been described by

Srnka & Carazzone (2003) and a physical setup with 8 dipoles has been used by Hel-

wig et al. (2010). The main difference with our method is that we construct the long

dipoles synthetically, and have the freedom to adjust the field strength and steering

angle as shown below. Figure 5.15 is a map view of the four dipoles, and shows how

dipole 2 and 4 help to reduce the horizontal component of the total field at a location

on the x-axis.

As an example, we examine a location on the right side of x-axis, close to dipole

3. The horizontal components of the electrical field from dipole 1 and 3 in opposite

directions and because at that location the field from dipole 3 is stronger than that of

dipole 1, the remaining horizontal field (dashed arrows in figure 5.15) from dipole 1

and 3 points to the left. The horizontal fields from dipole 2 and 4 point toward dipole

3 as shown in figure 5.15. The destructive combination of these fields reduces the

total background field at this point. In contrast to the horizontal background fields

from four dipoles, which interfere destructively, the target horizontal fields from these

dipoles reinforce each other.

In the following example, we apply the synthetic vertical dipole to a land ac-
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quisition system. A 100 m thick reservoir (resistivity of 100 Ωm) with a horizontal

extension of 4 km in both x and y directions, is located 1 km below the surface. The

subsurface is a half space with a resistivity of 2 Ωm. Figure 5.16 is a map view of

the reservoir position (block in the center) and the 4-dipoles system. Each dipole is

2 km long and centers of the two opposite dipoles are 10 km apart. There are several

ways one can build this transmitter distribution. The first way is to use four 2 km

long physical dipoles, as shown in figure 5.16. The second is to use a single 2 km

long dipole and move it to four different positions as shown in figure 5.16. However,

the best way is to first construct a 2 km long dipole synthetically by adding small

dipoles (200 m long in our example) as shown in the above examples. Then we move

the 2 km synthetic dipole to four different positions as shown in figure 5.16. In this

way, we build the whole four-dipole system by moving around a single small dipole

around. From a practical point of view, a dipole 200 m long is much cheaper and

easier to move than a 2 km long dipole. This also gives more freedom to construct

the long dipoles, as we show below.

The first panel of figure 5.17 shows the cross section of the background Ex field

in the (x,z)-plane from the four-dipole system. The field vanishes at x = 0 because

the cancellation of the fields from the four dipoles. The second panel of figure 5.17

is the cross section of the target Ex field. Note that the amplitude of this secondary

field is comparable to the background field in the center area because the synthetic

vertical source excites the target well. The third panel shows the measured field at

the surface level. The solid line is the background field and the dashed line is the

total field (with the presence of the reservoir). The ratio of the above fields (with and

without the reservoir) at the surface level is shown in the bottom panel. Although

we have added two pairs of orthogonal dipoles, the effective vertical source seems
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imperfect. In the first panel of figure 5.17, the background Ex field is only zero at

x = 0 but becomes bigger than the target field immediately away from the center

point. Therefore, the anomaly in the bottom panel is relatively small. As we learned

from figure 5.15, the cancellation of the fields at a certain point depends on the field

strength from each dipole at that point. In other words, the total fields at that point

only vanishes when the total field from dipoles 2 and 4 has the same strength as the

field from dipoles 1 and 3 (figure 5.15). Simply adding the two pairs of dipoles does

not guarantee the perfect field cancellation.

In order to adjust the strength of the fields from each dipole and make the field

lines in the center area more vertical, we apply the field steering to each long dipole.

The field steering can not be achieved if a physical 2 km long dipole is used. In

our example, each 2 km long dipole is constructed by ten spatially distributed small

dipoles that are 200 m long. These ten spatially distributed dipoles can be obtained

by moving one dipole to ten different locations. The field from each 2 km long dipole

can be steered using the method we proposed in the previous sections. Here, we steer

the field of each dipole toward the center of the dipole array (toward the reservoir).

Dipoles 1 and 3 are steered by the same steering parameter c1 (one to the right and

one to the left), which may be different from the steering parameter for dipoles 2

and 4. No amplitude weighting parameter c2 is used in this example. Figure 5.18

shows the field in the same pattern as figure 5.17 in the case where dipoles 1 and 3

are steered with c1 = 0.5 and dipoles 2 and 4 are steered with c1 = 1. Compared

with the case without steering (figure 5.17), the first panel of figure 5.18 suggests that

the background Ex field in the center part becomes much smaller. This implies that

the field lines in the center part become more vertical and a better synthetic vertical

source is constructed. Therefore, the difference of the measured field at the surface
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level for the models with and without the reservoir is more pronounced in the third

panel. The large anomaly in the bottom panel of figure 5.18 shows a clear imprint of

the reservoir.

The above example demonstrates that a synthetic vertical source can be con-

structed by adding two pairs of dipoles and using field steering to adjust the strength

of each dipole. In the synthetic modeling study, we find that there are multiple pairs

of steering parameters (besides c1 = 0.5 for dipoles 1 and 3 and c1 = 1 for dipoles 2

and 4) which can give a large anomaly in the measured field. The key is to adjust

the fields from each dipole in such a way that the horizontal fields from each dipole

interferes destructively as illustrated in figure 5.15. Besides the field steering, other

parameters affect the strength from each source. Examples include the size of each

dipole, the distance between each dipoles and the conductivity of the subsurface.

Further research is needed to optimize the construction of a synthetic vertical source.

We only use two pairs of dipole sources in the above example, but it is possible to

use more pairs of the dipoles to better force the field lines go vertically, such as the

8-dipole system used by Helwig et al. (2010). Since we use a synthetic aperture, more

pairs of dipoles can be easily constructed by moving the small dipole source to new

locations.

We have shown an application of the synthetic vertical source for a land sys-

tem. In the marine case, constructing a synthetic vertical source is even easier. A

cross-line sailing direction can be added over the target area and the dipoles of the

opposite orientation can be obtained simply by adding a negative sign to the mea-

sured fields. Effectively the source configuration as shown in figure 5.14 is maintained

by constructing synthetic orthogonal dipoles. The position and the size of the long

synthetic dipole source can also be adjusted by changing the number and positions
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Figure 5.14. Synthetic vertical source (dashed arrow) construction by using two
pairs of orthogonal dipoles (solid arrows).

of the small dipoles.

5.5 Discussion and Conclusion

We have seen that the detectability of hydrocarbon can be significantly increased

by applying the synthetic aperture concept to CSEM data. This means that more

challenging reservoirs can be detected, and new acquisition systems of CSEM become

applicable, such as near-surface towing systems. The diffusive nature of electromag-

netic fields in the conductive subsurface makes those fields decay rapidly in space, and

as a consequence the target field, which carries useful information of the reservoir, is

normally buried in the background field. Interpreting the presence of a hydrocarbon

reservoir can thus be challenging. This difficulty makes the current CSEM system

only applicable to a small range of reservoir types, specifically those in deep water,

with a large size, shallow in depth and significant resistivity contrast to the surround-

ing subsurface. The best way to increase the detectability of reservoirs using CSEM

is to increase the target field, and at the same time reduce the background field.

Using the synthetic aperture technique, large synthetic sources can be con-

structed by adding the response to small sources in such a way that the total field
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Figure 5.15. Field cancellation from four dipoles.

Figure 5.16. Map view of the reservoir (block in the center) and four dipoles.
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Figure 5.17. From top to bottom, first panel: the cross section in x-z plane of the
background Ex field; second panel: the cross section of the target Ex field; third
panel: the background (solid) and total field (dashed) at the surface level along x-
axis; bottom panel: the ratio of the total field and the background field at the surface
level.
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Figure 5.18. From top to bottom, first panel: the cross section in x-z plane of the
background Ex field; second panel: the cross section of the target Ex field; third
panel: the background (solid) and total field (dashed) at the surface level along x-
axis; bottom panel: the ratio of the total field and the background field at the surface
level.
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from this synthetic source excites a large target field and a small background field for

particular offsets. By doing so, significant reservoir anomalies can be found in mea-

sured fields. These anomalies not only help interpret the presence of the reservoir,

but also increase the accuracy and speed of a CSEM inversion. In this chapter, we

show applications for field steering and creating synthetic vertical sources by adding

small horizontal dipoles, but this is does not suggest that these are the only or the

best ways of applying the synthetic aperture technique.

Besides the horizontal electrical dipoles used here, we could also use magnetic

dipoles (or equivalently electrical loops) as building blocks. We have steered the field

by applying a linear phase shift in the source array. Focusing the field by applying

quadratic phase shifts, could increase the secondary field from the target. A 2-D

source array would not only allow for steering the field in the inline direction, but

also for steering in the crossline direction. We have demonstrated construction of

synthetic aperture sources, but one can also construct synthetic aperture receivers.

There are many opportunities to further enhance the use of a synthetic aperture source

in CSEM, and one may learn these processes from synthetic aperture techniques used

in the radar and sonar communities.



129

Chapter 6

DISCUSSION AND FUTURE WORK

6.1 Summary of Improvements in CSEM when Using the “Virtual Source”

Techniques.

Diffusive low frequency electromagnetics (CSEM) has been used in the oil in-

dustry for hydrocarbon exploration. Because CSEM measures the resistivity of the

subsurface, the content of fluids in porous rocks can be interpreted. The diffusive

nature of the electromagnetic field, however, makes the field decay rapidly in space.

Consequently, the secondary field from the reservoir, which carries the information

of the target, is significantly smaller than background fields (e.g. the direct field and

airwave). It is challenging to interpret the presence of reservoirs in measured data

and it is difficult to invert the subsurface resistivity based on the small anomaly in the

field. Therefore, only a limited class of reservoirs can be detected by current CSEM

surveys; reservoirs need to be shallow, large in horizontal extension, located under

deep sea water and have a large resistivity contract with the background medium.

In this dissertation, I have applied two “virtual source” methods to diffusive

electromagnetic fields, namely multi-dimensional-deconvolution interferometry and

the synthetic aperture technique. Both methods significantly reduce background

fields and consequently increase the imprint of reservoirs in measured fields. Multi-

dimensional-deconvolution interferometry takes advantage of the up-down decompo-

sition of electromagnetic fields and calculates the reflection response from subsurface

between receivers. As we show in Chapter 3, the gain in the increased sensitivity
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of reservoirs is mainly from the up-down decomposition. High wave number com-

ponents in the electromagnetic fields requires receivers to be densely distributed in

order to accurately up-down decompose the field in the wave number domain. For

a 100 m dipole in a survey over an area of 20 km by 20 km, 160000 receivers (50 m

between receivers) are used to decompose fields in the numerical example in Chapter

3. This unrealistically large number makes it unpractical to use multi-dimensional-

deconvolution interferometry in field. I investigate the feasibility of applying the 2-D

up-down decomposition to the receivers that are located in a line. The decomposed

fields are not exactly the same as those from a 3-D up-down decomposition. However,

2-D decomposed upgoing fields still show enhanced imprints of reservoirs. One can

also apply the 2-D decomposition in the CSEM inversion to increase the inversion

sensitivity of reservoirs, as long as one applies the same process to measured data

and numerically modeled data. I also applied synthetic aperture technique to create

a large source that emits smoothly varying fields in space. Amplitude tapering is

critical to remove the high wave number components. In Chapter 3 I use a Hann

window function squared to increase the receiver spacing from 50 m to 1 km.

Besides its advantages in interferometry, the synthetic aperture technique is the

second “virtual source” method in this dissertation. Large synthetic sources (or vir-

tual sources) with different radiation patterns can be constructed by adding small

sources in different ways. The synthetic aperture technique is a wave based method

that has been developed in radar community. Because of a common belief that one

can not apply synthetic aperture technique to diffusive fields, this application had not

been represented previously. I analyze the similarities between the frequency-domain

formulations of wave propagation and diffusion. A diffusive field can be viewed as

a highly dispersive damped wave with frequency-dependent attenuation. Therefore,
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it is appropriate to apply the synthetic aperture technique to diffusive fields, taking

dispersion and attenuation into account. In particular, I show that diffusive fields

can be steered and focused in both the time domain and the frequency domain.

When applying field steering to CSEM data, both the numerical examples and

field data show that the detectability of reservoirs significantly increases by forming

a synthetic aperture source. The increased detectability is caused by the enhanced

target field and the reduced background field. I show that the two main components

in the decreased background field are the airwave reduction and the destructive inter-

ference between different arrivals. Both the phase shift and amplitude weighting in

field steering are important to reduce the airwave and cause different arrivals to de-

structively interfere each other. The increased detectability allows one to detect more

challenging reservoirs and use near surface towing systems in acquisition. Synthetic

aperture applications in CSEM go beyond field steering. I also show an example of

creating synthetic vertical source by adding orthogonal dipole pairs. The synthetic

vertical source is more sensitive to horizontally extended reservoirs than traditional

horizontal dipoles.

6.2 Key Contributions of This Dissertation to Interferometry and Con-

trolled Source Electromagnetics

In Chapter 1, I find that for a strongly heterogeneous medium, one source is not

sufficient to accurately reconstruct the Green’s function. It is commonly known that

equipartioning is a necessary condition in the Green’s function reconstruction (Weaver

& Lobkis, 2001; Malcolm et al., 2004; Campillo & Paul, 2003; Shapiro et al., 2005;

Roux et al., 2005). So one might think a single source may be sufficient to reconstruct

the Green’s function for strongly heterogeneous media because the heterogeneities

make the energy equipartitioned. Our modeling study and analytical derivation show
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that denser source distribution is required to accurately reconstruct the full Green’s

function for a strongly heterogeneous medium than that for a homogeneous medium.

The part of the Green’s function, which corresponds to the direct arrival, does benefit

from heterogeneities.

I first show the application of multi-dimensional-deconvolution interferometry to

a 3-D CSEM model. I analyzed the receiver distribution that is required for this

technique and showed that it required an unrealistically dense array of receivers.

In order to solve the dense receiver requirement, I introduce the synthetic aperture

concept to CSEM.

The application of the wave-based synthetic aperture technique to diffusive fields

is new. Even though there is a common belief that diffusive fields can not be steered

or focused because of the lack of directionality, I show the feasibility of steering

and focusing diffusive fields in both the frequency domain and time domain, The

ability of CSEM to detect more challenging reservoirs significantly increases after

diffusive electromagnetic fields are steered. I propose new acquisition systems for

CSEM surveys as a result of the increased detectability.

6.3 Future Work and Suggestions

While the dissertation has introduced several new concepts to diffusive fields, it

also leads to many new research questions.

In Chapter 3, I increase the required receiver spacing from 50 m to 1 km in the

inline direction for a 2-D up-down decomposition, with a weighted synthetic source

10 km long. Recently, 3-D CSEM acquisitions become more and more popular. The

crossline wave number ky is crucial to accuratly decompose the field in 3-D. Therefore,

the up-down decomposition requires a 3-D synthetic aperture that emits smoothly

varying fields. Further research is needed on how to construct a synthetic aperture
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source in the crossline direction. What kind of sailing paths are required to optimally

constrcut 3-D synthetic sources? What other physical sources (building blocks) can

one use to emit fields that are smoother in space?

In the upgoing or downgoing fields shown in Chapter 3, there are clear destruc-

tive interferences that cause dips in fields (e.g. figure 3.9). What can one learn

from these patterns of destructive interference? How do they relate to the reservoir

parameters such as the depth, size and resistivity? With different boundary condi-

tions, I obtain different upgoing and downgoing fields (e.g. e.g. figures 3.8 and 3.9).

What information can one extract from the difference in the decomposed fields from

different boundary conditions? For example, do we get the field traveling along the

sea floor? The gain of multi-dimensional-deconvolution interferometry is mainly from

decomposed upgoing fields. Theoretically the reflection response R only shows the

response from the subsurface and is not affected by any heterogeneities above the

receivers. In contrast, the upgoing fields can still be influenced by heterogeneities in

sea water. So in what cases does the reflection response R show clear advantages over

the upgoing field alone?

In chapter 4 and 5 I have shown the advantages of using field steering in CSEM.

Further research is needed to investigate how focusing can help to concentrate energy

at the target. How can one combine the focusing and steering to further increase the

detectability? So far, I construct 2-D synthetic apertures, how do 3-D synthetic aper-

tures help to detect the 3-D features of reservoirs? To monitor changes of a target, a

physical 3-D source array can be build. Then different synthetic aperture sources can

be constructed by using these individual sources in the array. Fields can continuously

sweep in different angles to monitor changes in the subsurface. In this dissertation

I only use horizontal dipoles as the building blocks for synthetic aperture sources.
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What can one gain using other types of sources such as loop systems? We know that

in land surveys, it is difficult to inject the current from a dipole into the subsurface

if the near-surface is resistive. In this case, electromagnetic fields from loop systems

are more effective to probe deep target. Destructive interference of different arrivals

is observed when fields are steered. This destructive interference in the background

field creates a window in which the target field can be observed. Further research is

needed to quantify the strength of the different arrivals that contribute to the total

signal. In this way, one can design better synthetic aperture sources to optimize the

destructive interference in background fields. Research on the connection between de-

structive interference and retrieved reservoir information (depth, size and resistivity)

will provide better resolution of the target.

There are many sophisticated processing techniques used in synthetic aperture

radar. Applications of the synthetic aperture technique to CSEM would be signifi-

cantly extended if one could use various synthetic aperture radar techniques to CSEM.
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