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Abstract This chapter begins by introducing solid-oxide fuel-cell systems,
including a description of balance-of-plant components and alter-

native cell architectures. Following a discussion of basic fuel-cell

functions, a modeling framework is described in the context of a

physically based mathematical representation of transport, chemis-

try, and electrochemistry. Recognizing the importance of dynamic

behavior, the relevant conservation equations are presented in

transient form. Using tubular and planar cells as examples, model

problems are solved to illustrate and discuss both dynamical and

steady-state behaviors. The models can be exercised in alternative

ways to support different objectives. For example, model-based

electrochemical impedance spectroscopy can assist interpreting

dynamical behaviors in physical and chemical terms, providing a

powerful alternative to equivalent-circuit modeling. Another impor-

tant objective is to develop models that support model-predictive

control strategies, coordinating multiple sensors and actuators, and

respecting multiple constraints on actuation or responses.
1. INTRODUCTION

Compared to combustion or other fuel-cell technologies, solid-oxide fuel
cells (SOFC) offer numerous potential benefits in converting fuels to
electricity. The advantages include relatively high efficiency, high-grade
waste heat, and low emissions. Because the potential advantages are so
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attractive, SOFC technology is being developed at scales ranging from 50
W to 500MW. The technology is envisioned for applications ranging from
portable and mobile power systems that include truck auxiliary power
units and unmanned vehicles, to combined heat and power for buildings
and eventually in utility-scale central power plants. However, numerous
challenges remain to be overcome before commercially viable technology
is readily available.

Compared to polymer-electrolyte membrane (PEM) fuel cells, SOFCs
operate at much higher temperatures (around 800�C). The high temperature
leads to advantages and disadvantages. SOFCs are fuel flexible, enabling the
use of synthesis gas (H2 and CO) as well as some hydrocarbons. Because of
the high temperature, precious-metal catalysts are not required. However,
high-temperature degradation processes cause performance loss and limit
lifetime. Depending on cell architecture, the thermal inertia of metal and
ceramic components can lengthen start-up and shutdown procedures as
well as limit the SOFC capability to follow rapid demand transients.

Although much attention is devoted to the fuel cell itself, the SOFC is
only one component of a relatively complex system. The so-called balance of
plant (BOP) includes fuel pumps, air blowers, hydrocarbon fuel reformers,
tail-gas combustors, and heat exchangers. In fact, the chemistry and trans-
port within components such as the reformer can be as complex as those
within the SOFC. If electricity is the only product, then an SOFC system can
produce efficiencies in excess of 50%. However, in certain settings, overall
efficiency can be improved by taking advantage of the high temperature.
For example, combined heat and power systems (CHP) can produce steam
or hot water in addition to electricity. Of course, the BOP for a CHP system
is different from that for a system that produces only electricity.

Figure 1 illustrates one of many possible process-flow diagrams for an
SOFC system. The illustrated system shows fresh hydrocarbon fuel being
compressed, desulfurized, andmixed with anode exhaust gases (typically
H2O, CO2, H2, and CO) before entering a catalytic fuel reformer. The
endothermic reforming chemistry is supported by the catalytic combus-
tion of a mixture of exhaust gases from the SOFC anode and exhaust
oxygen-depleted air from the cathode. As illustrated, the reactor is con-
figured to closely integrate the functions of a steam reformer and heat
exchanger. The reformed fuel (dominantly H2 and CO) enters the anode
side of the SOFC. Fresh air, which is often supplied in excess of the
stoichiometric requirements needed to support the electrochemical reac-
tions, can be used to maintain the operating temperature. The air enters
the cathode side of the SOFC through a recuperating heat exchanger that
is configured to preheat incoming air with hot exhaust from the
integrated reformer. Achieving high overall system efficiency depends
upon close integration of the fuel-cell stack and BOP components. As the
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power demands on the fuel cell vary, it is usually important to control
operating voltage and gas-flow rates so as to maintain the highest possible
efficiency.

The fuel cell itself has at least three underlying characteristic time-
scales. The longest timescale (order of many minutes) is the result of
thermal capacity in the ceramic and metal components. The heating and
cooling rates affect the temperature, and hence the chemistry. The next
timescale (order of a second) is the result of gas-flow residence time
within the cell. As the cell operating conditions change, fuel and oxygen
are consumed at different rates. The rates at which the gas-phase compo-
sitions change depend upon flow conditions. The shortest timescale
(nearly instantaneous) is associated with the electrochemistry. That is,
the cell voltage responds very rapidly to changes in electric current
produced. Control strategies should be at least cognizant of these time-
scales and their interrelationships. Model-predictive control (MPC) seeks
to incorporate predictive knowledge of the relevant physical and chemi-
cal phenomena directly into optimal control strategies.

Modeling and simulation play important beneficial roles in accelerat-
ing SOFC technology development. There is a vast and growing literature
concerning most aspects of SOFC science and technology. However, the
literature is concerned primarily with steady-state performance. The
present writing incorporates both stationary and transient models.
1.1 SOFC architectures

Although the operating principles are similar, several different fuel-cell
architectures are being developed. Figure 2 illustrates the salient attri-
butes of a counterflow planar SOFC stack. This particular configuration is
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modeled after a system developed in Germany at Forschungszentrum
Jülich (Gubner et al., 2006). The membrane-electrode assembly (MEA)
typically is comprised of a porous composite Ni–YSZ anode support
(order 1mm thick), a dense YSZ electrolyte membrane (order 10mm),
and a composite LSM–YSZ cathode (order 20mm). Fuel and air are intro-
duced through a manifold of circular passages that carry gases from
below. Exhaust is collected on the opposite side of the feed and directed
downward via similar circular passages. The metal ribs that form the flow
channels also contact the electrodes forming the electrical interconnect
between MEA layers. Fuel flows on the anode side of the MEA and
oxidizer flows on the cathode side. Under typical conditions, each cell
layer operates at about 0.7V. A typical stack may consist of some 50 layers
connected electrically in series, producing a stack voltage of around 35V.
Among all the alternatives, planar architectures usually deliver the high-
est volumetric power density.

Figure 3 illustrates a tubular stack. The tubes are typically fabricated as
a Ni–YSZ support, with a thin YSZ membrane and LSM–YSZ composite
cathode applied onto the outside of the tube. Fuel flows within the tubes
and air circulates over the outsides of the tubes. Cathode current collec-
tion is usually established easily by wrapping wires around the outsides
of the tubes. However, anode current collection inside the tubes can be a
significant technical challenge. As in the planar case, each tube usually
operates at around 0.7V. Assuming that the tubes are connected electri-
cally in series, the 72-tube stack illustrated in Figure 3 would operate at
around 50V.
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Tubular stacks can be configured with large or small tubes. Small-tube
stacks producing power on the order of a kilowatt have low thermal
inertia, and hence rapid start-up and shutdown transients as well as
rapid response times (Howe et al., 2011). As with planar stacks, tubular
systems are being developed commercially by a number of companies.

Figure 4 illustrates the salient features of a planar segmented-in-series
(SIS) module (Pillai et al., 2007; Zhu and Kee, 2011). The MEAs are
arranged in narrow strips that are supported on a chemically inert porous
ceramic structure. The MEA width can be as small as a few millimeters.
The electrochemically active materials are thin, with composite anode,
dense electrolyte, and composite cathode being on the order of a few tens
of microns thick. Fuel flows within the support structure, reaching the
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anode via diffusive transport through the porous support structure. Air
circulates on the outside the module, thus being available to the cathodes.
Reaction products (e.g., H2O and CO2) counter-diffuse back through the
support structure to the fuel channels. As illustrated in Figure 4, a thin
reforming catalyst layer is applied on the inside of the support structure
(Zhan and Barnett, 2005). This feature is intended to enable relatively high
hydrocarbon concentrations in the fuel mixture.

Alternative SIS-SOFC architectures have been studied since the mid-
1960s (Feduska and Isenberg, 1983; Isenberg, 1981; Minh, 1993). Initial
efforts considered cells that were applied as rings to the exterior of
cylindrical porous support tubes. Later designs considered planar cells
that were applied to flat porous support structures (e.g., Figure 4). Mitsu-
bishi Heavy Industries continues to develop SIS architectures on circular
tubes (Tomida et al., 2007), and Rolls-Royce is developing planar archi-
tectures (Agnew et al., 2007; Gardner et al., 2011). Rolls-Royce uses the
name Integrated Planar Solid-Oxide Fuel Cell (IP-SOFC) to describe their
design. Recently, Liu and colleagues have fabricated cone-shaped anode-
supported SIS-SOFCs with good performance (Bai et al., 2009, 2010).
1.2 Model formulation

Fuel cell models can be developed to meet a wide range of objectives.
Achieving diverse objectives usually requires that the models incorporate
significantly different levels of approximation. The design of SOFC stacks
benefits frommodels that can predict gas flows through inlet and exhaust
manifolds and flow distribution into multiple channel networks. Under-
standing and controlling thermal variations within the stack is another
important stack-level design consideration. Models that focus on trans-
port and chemistry at the microscale provide great value in assisting the
optimization of MEA structures. Overall system performance depends
upon the interaction of numerous balances of plant components (cf.,
Figure 1). Systems models require communication between system com-
ponents, with the model of each component being computationally effi-
cient. Real-time process-control algorithms can benefit from MPC that
incorporates predictive physical knowledge. These models must be time
accurate and be designed to represent available sensors and actuators.
However, to be viable in real time with limited on-board computing
capabilities, large physically based models must be substantially reduced.

The mathematical representation of the SOFCs must consider mass,
energy, and charge transport processes (i.e., gas-phase species transport
within the flow manifolds and the porous electrodes, electron transport
within the electronic-conducting phases and the ion transport within the
ionic-conducting phases, and energy transport within the cells) and
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chemical reactions (i.e., thermal gas-phase chemical reactions with the
flow manifolds, thermal catalytic chemistry within the electrodes, and
electrochemical charge-transfer chemistry at the three-phase boundary
(TPB) regions). The fluid flows within the manifolds for gas-phase species
distribution are represented by Navier–Stokes equations (Goldin et al.,
2009). However, this chapter focuses on formulating mathematical mod-
els for the MEA structure.
2. CELL STRUCTURE

Based upon the stack structures shown in Figures 2–4, it is apparent that
models of full stacks must deal with geometrical complexities and multi-
physics interactions. For example, in planar stacks, the fluid mechanics in
the inlet and exhaust manifold affects flow distribution to the channels
and thus stack performance. Thermal balances are also important, usually
seeking to maintain nearly uniform temperature throughout the entire
stack. Although such three-dimensional models play an important role in
stack development, the objective of this chapter is to focus on the cell and
channel level.

As illustrated in Figure 5, the anode-supported MEA is composed of a
relatively thick porous composite anode (e.g., 1mm of Ni–YSZ), a thin
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dense electrolyte membrane (e.g., 20mm YSZ), and a thin porous compos-
ite cathode (e.g., 30mm LSM–YSZ). The dense electrolyte transports only
oxygen ions and is impermeable to any gas or electron transport. The
MEA is sandwiched between bipolar1 interconnect plates that also form
fuel and air channels. The flow channels typically have dimensions (i.e.,
height and width) on the order of a millimeter but may be tens of
centimeters long.

The composite anode and cathode are composed of three phases—
electrode (electronic conducting), electrolyte (ion conducting), and pores
(gas transport). The volume fraction for each phase is roughly 30%. The
words ‘‘anode’’ and ‘‘cathode’’ are commonly used with two related, but
different, meanings. The entire porous composite electrode structures can
be called anodes and cathodes. However, for example, within a composite
anode, the electron-conducting phase is called the anode phase and the
ion-conducting phase is the electrolyte phase.

Composite electrodes are often fabricated with two layers—a thin
functional layer (tens of microns) and a relatively thick support layer.
Functional layers are designed with relatively small electrode and elec-
trolyte particles to increase TPB length and thus facilitate charge-transfer
chemistry. The outer support structures have larger particle and pore
sizes, thus facilitating gas transport. Although particle and pore dimen-
sions are small within the functional layers, the porosity in both func-
tional and support layers is typically retained at around 30%.

Each of the three phases that comprise the electrodes (pore space, ion
conductor, and electron conductor) must percolate through the electrode
thickness, thus providing transport pathways for gases, ions, and elec-
trons. Charge-transfer chemistry proceeds at the intersections between
the three phases (i.e., TPB). Although a supporting anode structure can be
relatively thick (i.e., order of millimeter), the charge transfer is usually
accomplished within a few tens of microns around the electrolyte mem-
brane (Zhu and Kee, 2008).
2.1 Composite cathode

The role of the cathode is to electrocatalytically reduce gas-phase molecu-
lar oxygen (O2) to form oxygen ions (O2�) within the electrolyte phase.
The reaction can be represented globally as
1When multiple cell are layered atop one another (e.g., Figure 2), the positive electrode of one layer becomes
the negative electrode of the adjoining cell, hence, the designation bipolar.
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1

2
O2 g
� �þ2e� cð ÞÐO2� eð Þ: (1)

This charge-transfer reaction occurs in close proximity to the TPB that
are formed at the electrode–electrolyte interfaces that are also exposed to
the gas. A charge-transfer reaction transfers electronic charge from one
phase to another. Here, charge associated with the electrons in the elec-
trode (cathode) phase is transferred to oxygen ions in the electrolyte
phase. Each participating species is identified according to the phase in
which it exists. That is, (g) represents the gas phase, (c) represents the
cathode phase, and (e) represents the electrolyte phase. As discussed
subsequently, the phase identification is especially important in evalua-
tion of charge-transfer reaction rates.

340 Robert J. Kee et al.
2.2 Dense electrolyte membrane

The oxygen ions are conducted toward the dense electrolyte membrane
via the connected (percolating) electrolyte particles within the composite
cathode. The oxygen ions are then conducted through the dense electro-
lyte membrane to the electrolyte phase within the composite anode where
they can catalytically electro-oxidize the fuel.
2.3 Composite anode

Assuming that hydrogen is the electrochemically active fuel, a global
charge-transfer reaction may be stated as

H2 g
� �þO2� eð ÞÐH2O g

� �þ2e� að Þ: (2)

In other words, gas-phase H2 is oxidized by oxygen ions to deliver
electrons into the anode (a) phase. The electrons are conducted through
the percolating electron-conducting phase (e.g., Ni) of the composite
electrode toward the anode current collector and then to an external
circuit. After passing through the external circuit, the electrons return to
the cathode where they serve to reduce molecular oxygen to oxygen ions
(i.e., Reaction (1)). The electrochemical charge-transfer processes are usu-
ally confined to a region of less than 50mm surrounding the dense electro-
lyte membrane.

It is known that CO can be electro-oxidized by O2�, represented
globally as

CO g
� �þO2� eð ÞÐCO2 g

� �þ2e� að Þ: (3)

However, the rates are slower by comparison with H2 oxidation.
Consequently, when hydrogen is available, it is reasonable to assume
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that hydrogen provides the dominant charge-transfer pathway (i.e.,
Reaction (2)).

In addition to its electrochemical function, the cermet anode support
structure also facilitates hydrocarbon fuel reforming. It is often desirable
to include low concentrations of methane (perhaps as much as 25%) in a
reformed fuel stream. The reformed fuel that enters the SOFCmay then be
composed of H2, CO, H2O, CO2, and CH4. In addition to any H2O and
CO2 in the entering fuel mixture, H2O and CO2 are also produced as a
result of electrochemical oxidation. The Ni in the cermet anode serves as
a reforming catalyst, using H2O and CO2 to convert CH4 to H2 and CO.
The resulting hydrogen can participate in charge-transfer reactions (i.e.,
Reaction (2)). When H2 is present, the CO is readily oxidized to CO2

through the water-gas-shift reaction, producing yet more H2. Table 1 lists
some of the global reactions that may proceed on the catalyst surfaces. The
last three reactions concern the formation of deleterious carbon deposits.

Because the reforming reactions are endothermic, the incorporation of
some CH4 in the fuel mixture can assist thermal management. Especially
in large fuel cells, removing heat is an important consideration in main-
taining a desired operating temperature. However, if the reforming chem-
istry proceeds too rapidly, then the entrance regions of fuel channels may
become too cool, leading to deleterious large temperature gradients.
2.4 Electrode microstructure

Figure 6 is a particle-scale view of a planar MEA, emphasizing the struc-
ture of composite electrodes. In this idealized view, the composite elec-
trodes are composed of percolating particles of electrolyte (e.g., YSZ) and
electrode (e.g., Ni for the anode and LSM for the cathode). The electrolyte
is assumed to be a pure oxygen-ion conductor, and the electrodes are
presumed to be pure electron conductors. A typical composite electrode
Table 1 Possible global reactions for on-anode reforming processes

Name Reaction DH298

�
(kJmol�1)

Steam reforming CH4þH2OÐCOþ3H2 206.1

Water-gas shift COþH2OÐCO2þH2 �41.2

Reverse Sabatier CH4þ2H2OÐCO2þ4H2 165.0

Dry reforming CH4þCO2Ð2COþ2H2 247.3

Methane cracking CH4ÐC(s)þ22 74.8

Boudouard 2COÐC(s)þCO2 �173.3

CO reduction COþH2ÐC(s)þH2O �131.3
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has phase volume fractions of approximately 33% each. The electrode and
electrolyte particle diameters, as well as the pore radii, are typically on the
order of a fraction of a micron.

Although the idealized view (Figure 6) can be helpful in conceptualiz-
ing processes and models, it is important to recognize that actual electro-
des may not be so easily represented. Figure 7 shows the microstructure
of an actual MEA. The cathode is composed of a porous LSM–YSZ
functional layer and a porous LSM current-collection layer. The anode is
composed of a Ni–YSZ functional layer and a Ni–YSZ support structure.

As discussed subsequently, continuum-level modeling of ion, elec-
tron, and gas transport within the electrodes requires empirical relation-
ships to represent effective conductivities. The empiricism can be
approximated via modeling approaches including percolation theory or
the explicit simulation of randomly packed spheres. It can also be estab-
lished using experimental measurements.
3. GLOBAL ELECTROCHEMISTRY AND MEA MODELING

A fuel cell harnesses the potential energy associated with the oxidation of
a fuel to do useful work. Unlike combustion, which primarily delivers
heat, a fuel cell converts a significant fraction of the potential to electricity.
Traditionally, the first step in modeling fuel-cell performance is to
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evaluate the reversible potential (Nernst potential, or equilibrium poten-
tial). At least for a fuel such as hydrogen, the Nernst potential can be
represented in terms of the gas-phase composition in the fuel and oxidizer
compartments, without specific knowledge of fundamental electrochemi-
cal processes.
3.1 Reversible potential

For reversible charge-transfer reactions (e.g., Reactions (1) and (2)) at
equilibrium, the electrochemical potentials emk are related asX

k

nkemk ¼ 0; (4)

where vk are reaction stoichiometric coefficients. The species electrochem-
ical potentials emk are related to the chemical potentials mk and the electric
potential F of participating phases asemk ¼ mkþ zkFFk; (5)

where F¼96485.31Cmol�1 is Faraday’s constant, zk are the charges asso-
ciated with the species, and F is the electric potential of the phase in
which the species exists.

Consider first the global electrochemical oxygen reduction within the
cathode (i.e., Reaction (1)). The electrochemical equilibrium can be
expressed as
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1

2
mO2;c�2FFc ¼ mO2�;c�2FFe;c: (6)

The gases are presumed to be electrically neutral (i.e., z¼0), and the
electrons have charge ze�¼�1. The variable Fe,c represents the electrical
potential of the electrolyte phase (oxygen ion-conducting phase) near a
cathode TPB, and Fc is the electric potential of the cathode electronic-
conducting phase. The electric-potential difference between the cathode
and the electrolyte follows as

Eeq
c ¼Fc�Fe;c ¼ 1

4F
mO2;c�2mO2�;c

� �
: (7)

An analogous analysis for electrochemical oxidation at the anode TPBs
(i.e., Reaction (2)) yields

mH2
þmO2�;a�2FFe;a ¼ mH2O�2FFa; (8)

1 � �
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Eeq
a ¼Fa�Fe;a ¼

2F
mH2O;a�mO2�;a�mH2;a : (9)

In this expression, Fe,a is the electric potential of the ion-conducting
phase within the anode structure and Fa is the electric potential of the
electron-conducting phase within the anode.

At open circuit (zero electrical currentwhere mO2�,c¼mO2�,a andFe,c¼Fe,a),
the reversible cell potential is evaluated by subtracting Equation (9) from
Equation (7) to yield

Erev ¼Eeq
c �Eeq

a ¼ 1

2F
mH2;aþ

1

2
mO2;c�mH2O;a

� �
: (10)

Note that the reversible cell potential depends only upon the gas-phase
composition. Assuming ideal gases, the chemical potentials are evaluated as

mk ¼ m�k þRT lnpk; (11)

where mk� are standard-state chemical potentials and pk are partial
pressures (in atm.). The reversible cell potential may be written in
terms of the change in free energy for the global oxidation reaction
i:e:; H2þ 1

2O2 ÐH2O
� �

Erev ¼�DG
neF

¼�DG�

2F
�RT

2F
ln

pH2O;a

pH2;a
p
1=2
O2;c

; (12)

where ne is the number of electrons transferred by the global electrical
reaction and

DG� ¼ m�H2O;a�m�H2;a�
1

2
m�O2;c: (13)
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The subscripts ‘‘a’’ and ‘‘c’’ on the partial pressures refer to the gases
on the anode and cathode sides of the electrolyte membrane.
3.2 Polarization and overpotentials

Under ideal circumstances and at open circuit, the measured cell voltage
should be the reversible cell potential Ecell¼Erev¼Fc�Fa. However, when
the cell is operating under load, the cell voltage Ecell is lower than the
reversible potential Erev. This difference is the result of polarization, which
is defined to mean any departure from equilibrium or reversible electrical
potential difference. The cell-operating voltage may be written as a func-
tion of current density ie as (Zhu and Kee, 2003)

Ecell ¼Erev��conc;a ieð Þ��act;a ieð Þ��ohm ieð Þ� �act;c ieð Þ�� ����conc;c ieð Þ; (14)

where the various overpotentials are represented as �. Concentration over-
potentials �conc are the result of gas-transport resistance through the porous
electrode structures, ohmic overpotentials �ohm are caused primarily by
resistance to ion transport through the electrolyte, and activation over-
potentials �act are the result of charge-transfer reactions. Because the elec-
trode structures and relevant chemistries are different, the values of the
overpotentials on the anode and cathode sides of the MEA are different.

Note that in Equation (14) the absolute value of the cathodic activation
overpotential is used. As discussed subsequently, the activation over-
potentials are usually evaluated from a Butler–Volmer equation. In this
case, the activation overpotential is negative for cathodic reactions (i.e.,
reactions consuming electrons).

It is interesting to note that electrons are being delivered from the
positive electrode (cathode) into the negative electrode (anode) within the
MEA. Chemical energy associated with the charge-transfer chemistry must
be expended to drive negative charge from the positive electrode into a
negative electrode. As the current density increases, all the overpotentials
must increase as well. In other words, as current density increases the
system departs farther from equilibrium (i.e., increased polarization).
3.3 Ohmic overpotentials

The ionic conductivity for common ceramic electrolyte materials is usu-
ally expressed as

s¼ s0
T

exp �Eel

RT

� �
: (15)
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For YSZ, s0�3.6�105SKcm�1 and Eel�8�104Jmol�1 (Sasaki and
Maier, 2000). It is evident that the conductivity varies strongly with
temperature. The ohmic overpotential may be written as

�ohm ¼ ie
‘lion
s

; (16)

where ℓion is the distance through which the oxygen ions must be trans-
ported. Modern YSZ electrolyte membranes are typically on the order of
10mm thick. Ion transport through the ion-conducting particles within the
electrode structure also contributes to the ohmic overpotenials. Moreover,
electronic conduction within the electrode structures contributes to ohmic
overpotential. However, for high electronic-conductivity materials such
as Ni, the ohmic overpotentials are usually negligibly low.
3.4 Activation overpotentials

Charge-transfer reaction rates (e.g., Reactions (1) and (2)) are commonly
represented in terms of the Butler–Volmer equation as

ie ¼ i0 T;pk
� �

exp
aaF�act
RT

� �
� exp �acF�act

RT

� �	 

; (17)

where i0 is the exchange current density and aa and ac are the anodic and
cathodic symmetry factors. For a given current density, the activation
overpotential is evaluated by inverting Equation (17).

The exchange current density represents the equal and opposite reac-
tion rate under open-circuit conditions (i.e., no net current). Increasing
catalyst activity and TPB length increases the exchange current density.
The exchange current density i0 is a relatively complex function of temper-
ature and species partial pressures. There is a great deal of variability in the
literature about how to evaluate exchange current density. Some papers
even make the assumption that i0 is constant. It is not uncommon for the
species partial-pressure dependencies to be written in terms of the global
reaction stoichiometry. Although this assumption is usually not correct, it
is much better than assuming constant exchange current density. It is also
common to use empirical reaction orders, meaning that the partial pres-
sures of the reactants are raised to a power that is found tomatchmeasured
performance. When the Butler–Volmer equation is derived from elemen-
tary charge-transfer kinetics, and making assumptions about rate-limiting
steps, relatively complex partial-pressure dependencies can be found (Zhu
et al., 2005). In elementary charge-transfer reactions, the symmetry factors
must sum to unity. However, for global charge-transfer reactions, the
symmetry factors can be considerably different.
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The current density represents the production (or consumption) of
electrons. At the same time, although not explicitly evident in Equa-
tion (17), gas-phase and ionic species are also produced or consumed.
Figure 8 shows graphs of the Butler–Volmer equation, plotting i/i0 as a
function of �act. The plot on the right-hand side is in Tafel form, plotting
the logarithm of ji/i0j. The Butler–Volmer equation represents a revers-
ible reaction, which means that the net current is the difference between
anodic (i.e., producing electrons) and cathodic (i.e., consuming elec-
trons) rates. The first term in Equation (17) represents the anodic rate,
and the second term represents cathodic rate. A positive activation
overpotential produces net anodic current and a negative activation
overpotential produces net cathodic current. Within the anode of a fuel
cell, the net charge-transfer rates are anodic (i.e., Reaction (2) is produc-
ing electrons) and thus �act,a>0. Within the cathode of a fuel cell, the net
charge-transfer rates are cathodic (i.e., Reaction (1) is consuming elec-
trons) and thus �act,c<0. Plotted on semilog axes (right-hand side of
Figure 8), the so-called Tafel slopes approach constants that are propor-
tional to the symmetry factors a.
3.5 Concentration overpotentials

As discussed above, a reversible potential can be evaluated based upon
gas-phase partial pressures in the fuel and air compartments.When a cell is
under load (i.e., delivering current), the gas-phase concentrations in the
fuel and air channels are different than they are in the proximity of the
dense electrolyte where the charge-transfer chemistry proceeds. The differ-
ence in the reversible potentials evaluated in the flow channels and across
the dense electrolyte membrane are the concentration overpotentials.

With nonreactive gas transport within the electrode (e.g., only H2

and H2O), using the concentration overpotential can be convenient.



348 Robert J. Kee et al.

Author's personal copy
However, when there is significant reforming chemistry within the
anode structure, the notion of concentration overpotential tends to be
not particularly useful. As discussed subsequently, with channel models
that solve the reactive porous-media problem within the electrodes,
there is no explicit need to involve concentration overpotentials as in
Equation (14).
4. FUNDAMENTAL ELECTROCHEMISTRY

Although the traditional approach to representing charge-transfer chem-
istry via Butler–Volmer formulation and activation overpotentials is
widely practiced and generally appealing, it has inherent limitations.
Representing parallel charge-transfer pathways in terms of a Nernst
potential and activation overpotentials requires significant limiting
assumptions. For example, if gas-phase H2 and CO are not in chemical
equilibrium, there is no unambiguous way to establish a Nernst potential.
An alternative is to represent all chemical reactions (thermal and elec-
trochemical) as elementary reversible reactions whose rates are repre-
sented through fundamental mass-action kinetics. Microscopic
reversibility is assured through thermodynamically consistent properties
for all participating species. Open-circuit potential is an outcome of the
model, not a starting point. There are many potential benefits associated
with the elementary approach. For example, parallel charge-transfer path-
ways can be represented unambiguously.

Goodwin was the first to propose the direct incorporation of elemen-
tary charge-transfer reaction mechanisms into SOFC models (Goodwin,
2005). This proposal followed related efforts in which a set of charge-
transfer reactions could be reduced to a modified Butler–Volmer form
using some simplifying assumptions (Kee et al., 2005; Zhu et al., 2005).
Bessler and others have built on the approach of incorporating elementary
charge-transfer reactions and have explored alternative charge-transfer
pathways (Bessler et al., 2007a,b; DeCaluwe et al., 2008; Vogler et al., 2009).
Recent efforts have incorporated parallel H2 and CO charge-transfer path-
ways (Moyer et al., 2011; Yurkiv et al., 2011).

The elementary approach to represent the complex electro-
chemical charge-transfer processes involves the electric potentials and
species activities in multiple phases (i.e., gas-phase species, surface adsor-
bates, and bulk species in the solid materials). In addition to current
density alone (i.e., the production and consumption of electrons), the
elementary approach must also be concerned with the kinetic rates of
progress for many participating species. Figure 9 illustrates a possible
elementary charge-transfer mechanism at a Ni–YSZ particle interface.
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Figure 9 Chemical reactions on a Ni electrode surface, an YSZ electrolyte surface, and

charge-transfer reactions at the particle interface.
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This mechanism accommodates the possibility of charge transfer via
competitive H2 and CO pathways. Heterogeneous chemistry on the Ni
and YSZ surfaces does not involve charge-transfer reactions, but it is
responsible for producing the species that participate in the electrochem-
istry. This mechanism is developed assuming two surface site types
(Zr and w) on the YSZ surface (Goodwin et al., 2009). The details of the
thermodynamic properties and chemical kinetic rate parameters are
documented in Moyer et al. (2011).

Chemical reactions, including charge-transfer reactions, can be written
generally as XK

k¼1

n0kiL
zk
k Ð

XK
k¼1

n00kiL
zk
k ; (18)

where Lk
zk is the chemical symbol of the kth species with charge zk. The

forward and reverse stoichiometric coefficients for the kth species in
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the ith reaction are n0ki and n00ki, respectively. In this setting, electrons are
considered as species. The rates of progress for the ith reaction qi
are represented as

qi ¼ kai
YK
k¼1

Cn0ki
k � kci

YK
k¼1

Cn00ki
k ; (19)

where Ck represent the activities of participating species. The activity of a
gas-phase species is its molar concentration [Xk]. The activity of a surface-
adsorbed species is the surface coverage Gmyk,m, where yk,m is the site
fraction for species k on the surface of site-type m and Gm is the total
available surface-site density for site-type m. The molar production rate
for kth species resulting from the ith reaction ṡki is written as

_ski ¼ n00ki� n0kið Þqi ¼ nkiqi; (20)

where the net stoichiometric coefficients are defined as nki�n00ki�n0ki.
Anodic (i.e., producing electrons) and cathodic (i.e., consuming elec-

trons) rate expressions may be written as

kai ¼ ktai exp �bai
F

RT

XK
k¼1

nkizkFk

" #
; (21)

XK" #

kci ¼ ktci exp þbci

F

RT
k¼1

nkizkFk : (22)

For elementary charge-transfer reactions (i.e., transferring a single
electron), the anodic and cathodic symmetry factors are constrained as
baiþbci¼1.2

The rates of charge-transfer reactions depend upon the electric poten-
tials Fm of m participating phases. For example, a reaction that transfers
charge from an YSZ phase to a Ni phase in a composite electrode depends
upon the difference in electric potential between the YSZ andNi phases. It
is assumed that every charged species is at the electric potential of the
phase in which it resides. Thus, as written in Equations (21) and (22), it is
convenient to associate the electric potentials with species k. If all species
in a reaction are at the same electric potential, or if all participating species
are uncharged, the exponential factors in Equations (21) and (22) become
unity. In this case, the rate expressions revert to those for purely thermal
reactions.
2Note that in global reactions, such as represented by the Butler–Volmer equation (Equation (17)), the
symmetry factors are represented as aa and ac. In general, aaþac 6¼1.
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The thermal component of the anodic (forward) rate expression is
written in modified Arrhenius form as

ktai ¼AiT
ni exp � Ei

RT

� �
; (23)

where Ei represents an activation energy, Ai a pre-exponential factor, and
ni a temperature exponent. To ensure microscopic reversibility the ther-
mal component of the cathodic (reverse) rate is related to the forward rate
via the reaction’s equilibrium constant Ki as

Ki ¼ ktai
ktci

¼ exp �DG∘

RT

� �
; (24)

where DG
�
is the change in standard-state free energy for the reaction.

Evaluating DG
�
, and hence the equilibrium constant, requires consistent

thermochemical properties for all species. Unlike evaluating gas-phase
thermodynamic properties, however, evaluating such thermodynamic
properties for the surface adsorbates and bulk species is often difficult.

The net species production rate ṡk resulting from all of reactions
I involving species k can be written as

_sk ¼
XI
i¼1

_skiCik; (25)

where Cik are microstructural factors that depend upon the reaction and
the species involved (Zhu and Kee, 2008). Because charge-transfer
reactions typically proceed at three-phase interfaces between electrode,
electrolyte, and gas phases, the species production rates ṡki are usually
written in terms of three-phase-boundary length (molcm�1s�1). Such
reactions usually involve species on different surface phases,
electrons and ions within different phases, and possibly gas-phase
species. For both gas-phase species and electrons, Cik¼lTPB,i

V is the three-
phase-boundary length per unit volume of porous electrode. For
surface species, Cik¼lTPB,i

V /As is the ratio of the specific TPB length
and the specific area of the surface on which the species exists. The
total charge-transfer rate per unit volume from all the electrochemical
reactions can be represented as

_se ¼
XI
i¼1

lVTPB;iie;i; (26)

where ie,i¼ne,iFqi is the current density per unit length resulting from the
ith electrochemical charge-transfer reaction and ne,i is the number of
electrons transferred.
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To assist the physical understanding of electric-potential differences
on charge-transfer rates, consider the following reaction that is part of the
hydrogen-spillover charge-transfer mechanism:

H Nið ÞþOH� wð ÞÐH2O Nið Þþ wð Þþe� Nið Þ: (27)

Two surface sites are involved: One is the Ni surface and the other is a
w site on the YSZ surface (Goodwin et al., 2009). As illustrated in Figure 9,
the Ni anode is at electric potential Fa and the YSZ electrolyte is at electric
potential Fe.

Figure 10 represents potential-energy surfaces as functions of a reac-
tion coordinate. The potential-energy surface on the left represents the
reactants and the one on the right represents the products. The electric-
potential difference between the Ni (i.e., the anode) and the YSZ (i.e., the
electrolyte) is written as Ea¼Fa�Fe. The equilibrium electric-potential
difference Ea

eq is the electric-potential difference at which the reaction
proceeds at equal and opposite rates in the anodic and cathodic directions
(illustrated as the dashed line). A cusp-like transition state forms a poten-
tial-energy barrier between the reactant and product states.

When proceeding in the anodic (forward) direction, the charge-
transfer reaction illustrated in Figure 10 is delivering electrons into the
anode, which is at a lower electric potential than the electrode. As
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the electric potential of the anode is increased relative to the electrolyte
(i.e., Ea increases), the barrier to the electron transfer is decreased. The
negatively charged electron is naturally repelled from the negative elec-
trode. Some of the chemical energy stored in the reactants is converted to
electricity as electrons are delivered into the anode (i.e., the conductionband
of theNi).When the electric potential of the anode is increased (i.e., becomes
less negative), the barrier to charge transfer decreases. The symmetry factors
b (Equations (21) and (22)) are related to themagnitudes of the slopes of the
potential-energy surfaces at their crossing point. Because the slopes are
typically similar, the symmetry factors for elementary reactions are usually
near b�1/2. More detailed discussion on formulating charge-transfer rates
can be found in Kee et al. (2005) and in textbooks on electrochemistry (Bard
and Faulkner, 2000; Bockris et al., 2000).

The equilibrium electric-potential difference for Reaction (27) can be
evaluated as

Eeq
a ¼ FNi�Fw

� �eq ¼ 1

F
mH2O Nið Þ þm wð Þ �mOH� wð Þ �mH Nið Þ
� �

: (28)

Quantitatively evaluating Ea
eq requires evaluating the chemical poten-

tials, which can be difficult for the surface adsorbates for which data are
not readily available. Goodwin et al. (2009) discuss the evaluation of
needed thermodynamic properties.

The difference between Ea and Ea
eq is activation overpotential:

�act¼Ea�Ea
eq. As illustrated in Figure 10 the product of the activation over-

potential and Faraday’s constant (i.e., �actF) represents the shift in the
potential-energy surface upon a change in the electric-potential difference
between participating phases. The barrier height to the forward (anodic)
reaction changes by a fraction ba of the potential-energy surface shift.
4.1 Elementary reaction in Butler–Volmer form

For an individual charge-transfer reaction, there is a direct relationship
between the charge-transfer rate as expressed in the form of an elemen-
tary reaction and as expressed in Butler–Volmer form. As an example,
consider Reaction (27). Assuming elementary charge-transfer chemistry,
the Faradic current density ie can be evaluated as

ie ¼�FlVTPB ka H Nið Þ½ � OH� wð Þ½ �� kc H2O Nið Þ½ � wð Þ½ �ð Þ; (29)

where lTPB
V is the specific TPB length. The anodic and cathodic electro-

chemical rate expressions can formally be expressed as

ka ¼ kta exp þbaFEa

RT

� �
; (30)
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kc ¼ ktc exp �bcFEa

RT

� �
: (31)

Because the reaction is elementary, the symmetric factors ba and bc
satisfy baþbc¼1. The equilibrium electric-potential difference Ea

eq can be
represented as,

Eeq
a ¼RT

F
ln

ktc
kta

H2O Nið Þ½ � wð Þ½ �
H Nið Þ½ � OH� wð Þ½ �

 !
: (32)

In terms of the activation overpotential �act¼Ea�Ea
eq, the current den-

sity ie can be rewritten in Butler–Volmer formulation as,

ie ¼ i0e exp
baF�act
RT

� �
� exp �bcF�act

RT

� �	 

; (33)

where the exchange current density ie
0 has the following form,

i0e ¼�FlVTPB kta
� �bc ktc

� �ba H Nið Þ½ �bc OH� wð Þ½ �bc H2O Nið Þ½ �ba wð Þ½ �ba : (34)

Notice that the apparent reaction orders in Butler–Volmer form are
different from the reaction orders in elementary form (i.e., Equation (29)).
Bessler et al. provide a physical interpretation of this apparent change in
reaction order (Bessler et al., 2007b).
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4.2 Multiple reaction steps in Butler–Volmer form

Although one may anticipate that the partial-pressure dependencies for
the exchange current densities follow the stoichiometry of the global
charge-transfer reactions (i.e., Reactions (1) and (2)), this is usually not
the case. For a given charge-transfer reaction mechanism, the functional
form of the exchange current density and global symmetry factors can be
derived by assuming one elementary reaction is rate limiting and that all
other reactions are partially equilibrated. At the anode side, hydrogen is
assumed to be the only electrochemically active fuel species, even though
the fuel stream may consist of hydrocarbons and carbon monoxide. And
at the cathode side, only oxygen is considered to be the electrochemically
active. Based upon an elementary charge-transfer reaction mechanism for
the electrochemical oxidation of hydrogen at the anode and assumptions
about the rate-limiting steps, expressions for the exchange current den-
sities can be developed (Zhu et al., 2005) as

i0;H2
¼ i�H2

pH2
=p�H2

� � 1�aa=2ð Þ
pH2O

� �aa=2
1þ pH2

=p�H2

� �1=2 ; (35)
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where iH2
* and pH2

* are only functions of temperature. The global symme-
try factors for the electrochemical oxidation of hydrogen are assumed to
be aa¼1.5 and ac¼0.5. An analogous expression for electrochemical reduc-
tion of oxygen at the cathode is found to be

i0;O2
¼ i�O2

pO2
=p�O2

� �aa=2
1þ pO2

=p�O2

� �1=2 : (36)

The parameter p*O2
depends upon O2 adsorption/desorption rates.

Global symmetry factors for the oxygen reduction are taken to be aa¼0.5
and ac¼0.5. In addition to composition dependencies, the exchange cur-
rent densities i* depend on temperature as

i� ¼ i�ref exp �E

R

1

T
� 1

Tref

� �	 

: (37)

The parameter i*ref is the nominal exchange current density at the
reference temperature Tref, E is an activation energy, and R is the gas
constant.
5. SPATIALLY RESOLVED MEA MODEL

The MEA must be designed to accomplish several physical and
chemical functions, including gas transport through the pore volume of
composite electrodes, ion and electron transport through the solid phases,
heat generation and transport, catalytic reforming chemistry, and electro-
chemical charge transfer. Because the relative contributions of these func-
tions vary spatially throughout the MEA, it is important to develop
models that can predict the spatial variations, and hence the resulting
fuel-cell performance.
5.1 Gas-phase transport

Reacting gas-phase species transport through the porous electrodes is
represented by species and overall mass-conservation equations as

@ fgrYk

� �
@t

þ—	jk ¼Wk_sk; (38)� �

@ fgr

@t
þ
XKg

k¼1

—	jk ¼
XKg

k¼1

Wk_sk; (39)
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where fg is the porosity; r is the gas-phase density; and the gas-phase
mass fractions, molecular weights, and mass fluxes are represented by Yk,
Wk, and jk, respectively. The gas-phase species mass fluxes within the
porous media are primarily the result of molecular diffusion processes,
with pressure-driven flow (Darcy) being a small contributor. However,
because the pore dimensions can be on the order of the gas-phase mean-
free path lengths, Knudsen diffusion is relevant. Vural et al. have
reviewed and evaluated several alternative models to represent gas-
phase transport in SOFC electrodes (Vural et al., 2010).

Themodel presented here determinesmass fluxes jk using theDusty-Gas
model (DGM) (Mason andMalinauskas, 1983; Zhu et al., 2005). The DGM is
an implicit relationship among the gas-phase species molar fluxes Jk, molar
concentrations [Xk], concentration gradients, and the pressure p gradient asX

l 6¼k

Xl½ �Jk� Xk½ �Jl
½XT�De

kl

þ Jk
De

k;Kn

¼�— Xk½ �� Xk½ �
De

k;Kn

Bg

m
—p; (40)

where m is the mixture viscosity and [XT]¼p/RT is the total molar concen-
tration. The mass fluxes jk are related to the molar fluxes Jk as jk¼WkJk.D

e
kl:

and Dk,Kn
e are the effective ordinary and Knudsen diffusion coefficients,

respectively. Knudsen diffusion represents mass transport assisted by
gas-surface collisions. The Knudsen diffusion coefficients depend upon
the porous-media microstructure, including porosity, average pore radius
rp, and tortuosity tg. The effective binary and Knudsen diffusion coeffi-
cients De

kl and Dk,Kn
e can be evaluated as

De
kl ¼

fg

tg
Dkl; De

k;Kn ¼
2

3

rpfg

tg

ffiffiffiffiffiffiffiffiffiffiffi
8RT

pWk
:

s
(41)

The ordinary multicomponent diffusion coefficients Dkℓ and the
mixture viscosities m are determined from kinetic theory (Kee et al.,
2003). The permeability Bg can be evaluated from the Kozeny–Carman
relationship as

Bg ¼
f3
gd

2
p

72tg 1�fg

� �2 ; (42)

where dp is the particle diameter. Details about the DGM and the compu-
tational implementation are reported by Zhu et al. (2005).

Under typical SOFC conditions, porous-media transport is dominated
by diffusive processes (i.e., ordinary and Knudsen diffusion). The pro-
duction and consumption of gas-phase species via heterogeneous chem-
istry within the porous electrode can produce pressure variations across
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the electrode structure. However, the mass transport associated with
relatively small pressure differences (order 1000Pa or less) contributes
very little to the net mass transport. Porosity is relatively easy to measure,
and effective particle diameters and pore radii can be reasonably esti-
mated from microscopic images of the electrodes. However, transport
depends strongly on tortuosity, which is difficult to measure. Thus, tor-
tuosity is often used as an empirical parameter that is adjusted to fit
transport measurements.

The molar production rates of gas-phase species due to heterogeneous
thermal catalytic chemistry and electrochemical charge-transfer reactions
are represented by ṡk. Because the pore size within an electrode is usually
comparable to the molecular mean-free path length, the probability for
gas–gas collisions is relatively low. Moreover, the temperatures are rela-
tively low (i.e., compared to combustion temperatures). Thus, the homo-
geneous gas-phase kinetics is negligible. The production rates ṡk are
functions of temperature, gas composition, surface-species coverages,
and electric-potential differences between the electrode and electrolyte
phases. In addition to gas-phase species, the chemistry also depends on
surface-adsorbed species. The temporal variations of site coverages yk of
surface-adsorbed species are represented as

dyk
dt

¼ _sk
G
; k¼ 1; . . . ;Ks; (43)

where G is available site density and Ks is the number of surface-adsorbed
species. At steady state, the net production rates of surface species vanish
(i.e., ṡk¼0).
5.2 Ion and electron transport

Fuel-cell performance depends upon the interactions of at least three
electric-potential fields (i.e., Fa within the anode’s electron-conducting
phase, Fc within the cathode’s electron-conducting phase, and
Fe within the electrolyte phase). For mixed-conducting composite electro-
des (e.g., Figure 6), there is electrolyte phase in both the anode and the
cathode structures. For example, in a Ni–YSZ j YSZ j LSM–YSZ structure,
YSZ is the electrolyte phase throughout the MEA. The three electric-
potential fields are established to satisfy charge conservation as

@qe
@t

¼—	 see—Fe

� ��—	ie;c�
_sa;e within anode
0 within electrolyte
_sc;e within cathode

;

8<: (44)
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@qa
@t

¼—	 sea—Fa

� ��—	ia;cþ_sa;c within anode ; (45)

@q � �
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c

@t
¼—	 sec—Fc �—	ic;cþ_sc;e within cathode : (46)

In these equations, sa
e and sc

e are the effective conductivities of the
electron-conducting phases in the anode and the cathode. The effective
ion conductivities for the ion-conducting phase are se

e. Note again that
there are typically ion-conducting phases in the anode and cathode struc-
tures as well as in the dense electrolyte membrane.
5.3 Energy transport

Because the pore spaces are small and the gas-phase heat capacity is
small, it is reasonable to assume that the gas and solid phases within
the electrode structures share a common, but spatially varying, local
temperature T. Considering heat transport due to thermal conduction
and gas-phase species diffusion, as well as Joule heating and the thermal
consequences of chemical and electrochemical reactions, the energy
balance within the porous electrodes can be written as

@Et

@t
þ—	qt ¼�_seE

eqþ _se�actþ
X
m

im	im
sem

: (47)

In this equation, �act is the local activation overpotential for the charge-
transfer process, ṡe is the local charge-transfer rate between the electrode
and electrolyte phases, and Eeq the local equilibrium electric-potential
difference (i.e., �act¼�act,a, ṡe¼ṡa,e, and Eeq¼Ea

eq in the anode; and
�act¼�act,c, ṡe¼ṡc,e, and Eeq¼Ec

eq in the cathode). The total internal energy
Et, including gas and solid phases, is expressed as

Et ¼fgreþ 1�fg

� �
rscsT; (48)

where e is the gas-phase internal energy and rs and cs are the density and
heat capacity of the solid phase, respectively. The heat flux due to thermal
conduction and species diffusion can be represented as

qt ¼�l—Tþ
X
k

jkhk (49)

where hk are gas-phase species enthalpies and l is the effective thermal
conductivity, representing an average of all phases.

The term ṡeE
eq in Equation (47) represents the ideal electric power

resulting from the charge-transfer reactions and should be subtracted



Modeling the Steady-State and Dynamic Characteristics of Solid-Oxide Fuel Cells 359

Author's personal copy
from the overall energy-conservation equation. In other words, the energy
that leaves the system as electricity does not contribute to the thermal
balance. However, a portion of the generated electric power must be used
to overcome internal inefficiencies, which manifests itself as heat. The
activation overpotential losses associated with the charge-transfer reac-
tions are written as �act ṡe. The ohmic losses for the ion and electron
transport through the electrodes are written as

P
mim	im=sem.

Because there are no gaseous species and also no chemical and elec-
trochemical reactions within the dense electrolyte, its energy equation is
represented more simply as

@ rscsTð Þ
@t

¼—	l—Tþ iel	iel
seel

(50)

where iel is the current density and sel
e is the ion conductivity.
5.4 Effective transport properties

Although the MEA may have a complex three-dimensional microstructure
(e.g., Figure 7), Equations (44)–(46) are written as continuum partial differ-
ential equations with effective conductivities. The effective conductivities
that appear in Equations (44)–(46) are usually much smaller than the con-
ductivities of the materials from which the composite is fabricated. Thus, it
is necessary to establish quantitative relationships between intrinsicmaterial
properties and the effective properties for particular microstructures.

Percolation theory provides one possible approach (Chan and Xia,
2001; Chan et al., 2004, 2009; Costamagna et al., 1998; Nam and Jeon,
2006). Although based upon major simplifying assumptions about ran-
domly packed overlapping spheres, the percolation theory leads to rela-
tively simple analytical expressions for effective properties. Another
approach is to computationally solve three-dimensional transport pro-
blems through representative random arrangements of particles. The
electrode microstructure is approximated with spherical particles using
alternative packing algorithms (Metcalfe et al., 2009; Rüger et al., 2009;
Sanyal et al., 2010; Shearing et al., 2009). This approach also relies on
significant assumptions about particle shapes and packing configura-
tions, both of which are difficult to validate quantitatively.

Another approach is to model transport through small samples of the
actual three-dimensional structures as reconstructed from microscopic
experiments (Gunda et al., 2011). Beginning with Wilson et al. (2006),
several groups have developed focused-ion-beam-scanning-electron-
microscope (FIB-SEM) experiments to reconstruct composite electrodes
(Gostovic et al., 2007; Iwai et al., 2010; Rüger et al., 2009; Shearing et al.,
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2009; Smith et al., 2009; Wilson et al., 2009a,b, 2010). Izzo et al. have
developed similar electrode reconstructions of actual electrodes using X-
ray tomography (Grew et al., 2009; Izzo et al., 2008).
5.5 Thermal catalytic chemistry

As shown in Figure 9, thermal heterogeneous chemistry (i.e., not charge-
transfer electrochemistry) proceeds on the Ni and YSZ surfaces. In
addition to its role in the electrochemical charge-transfer process, this
heterogeneous chemistry, especially on the Ni surface, also represents
fuel reforming and water-gas-shift processes. In other words, these
detailed reaction mechanisms are a more-fundamental alternative to the
global processes as stated in Table 1.

Although certainly more complex than a few global reactions, the
detailed reaction mechanisms provide some significant advantages.
Detailed mechanisms can represent essentially all combinations of
steam reforming, dry reforming, partial oxidation, and autothermal
reforming. The majority of traditional SOFC modeling literature uses
only two global reactions (i.e., steam reforming and water-gas shift;
Table 1). However, such an approach is incapable of modeling the reform-
ing effects of CO2 or O2 in the fuel stream, both of which occur commonly
on practice. Detailed catalytic reaction mechanisms on Ni surfaces have
been developed and validated using a range of experiments (Hecht et al.,
2005; Janardhanan and Deutschmann, 2006; Zhu et al., 2005). However,
because this topic is covered in another chapter of this book, the develop-
ment of catalytic reaction mechanisms is not discussed further here.

A major concern in reforming chemistry is the formation and deposi-
tion of carbon deposits that deactivate the reforming catalyst, especially
Ni. Deposit formation may be the result of gas-phase pyrolysis, leading to
molecular-weight growth and ultimately polynuclear aromatic hydrocar-
bon deposits (Gupta et al., 2006a). Deposit formation may also be caused
by heterogeneous chemistry, leading to direct graphitic-like carbon
deposits (i.e., coking) on the catalyst (McIntosh et al., 2004). In the later
case, the gas-phase formation of small olefins (e.g., ethylene) is known to
accelerate coking. Such olefins can be formed in the fuel mixing regions
upstream of the reformer if residence times are too long and mixing is
incomplete. Although not entirely quantitative, equilibrium predictions
for stable graphite can provide a qualitative guide to where deposits may
be problematic (Sasaki and Teraoka, 2003).

Figure 11 is a ternary diagram showing the region where equilibrium
solid carbon is stable. These results are based on assuming that graphitic
carbon is the only possible condensed phase. The deposit region depends
upon composition and temperature. Hydrocarbons and most oxygenated
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fuels (e.g., alcohols) lie well into the deposit region. Syngas mixtures (i.e.,
mixtures of H2 and CO) generally fall in the deposit-free region at typical
SOFC operating temperatures. As steam and CO2 are added to hydrocar-
bon fuels, the mixture tends toward the deposit-free region. The deposit-
free region generally increases with increasing temperature.
5.6 Distributed charge transfer

The charge-transfer process is distributed over a region of a few tens of
microns in the composite electrodes that surround the dense electrolyte
membrane. Figure 12 shows profiles that are the result of solving the
mass- and charge-conservation equations in a particular MEA structure
(Zhu and Kee, 2008). The particular cell is operating at atmospheric
pressure and 800�C on a fuel mixture of 97% H2 and 3% H2O air, with
the oxidizer being air. The cell uses a 50-mmLSM–YSZ composite cathode,
a 20-mm dense YSZ electrolyte, and a 550-mm composite Ni–YSZ anode.
The nominal electrode particle diameters are 1mm. Two solution profiles
are shown, one at an operating voltage of Ecell¼0.5V and the other at
Ecell¼0.75V. In both cases, the cathode interconnect is fixed at 0V. More
detail about the cell and operating conditions can be found in Zhu and
Kee (Zhu and Kee, 2008), but the primary objective here is to explain and
interpret the qualitative behaviors.
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Electrons returning from an external circuit enter the cathode on the
left-hand side. Because the electronic conductivities of the LSM andNi are
relatively high, very small gradients in the electron-conducting phases are
not apparent on the scale of this plot. However, with YSZ having a
relatively low ion conductivity, substantial electric-potential gradients
are apparent in the ion-conducting phase. Because there is no charge
transfer within the dense YSZ membrane, the electric-potential gradient
of the ion-conducting phase is constant within membrane. Because the
cell operating at Ecell¼0.5V produces higher current, the electric-potential
gradient is higher for the lower operating voltage. Because the membrane
is assumed to be a pure ion conductor, the electric potential of the
electron-conducting phase is not defined within the membrane. As dis-
cussed by Zhu and Kee (2008), the electrolyte electric potentials can be
shifted by an arbitrary reference potential. The electrolyte electric poten-
tials shown in Figure 12a are shifted such that they can be plotted in the
same range of the electric potentials at the electronic-conducting phases.)
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Figure 12b shows that purely electronic current (i.e., electrons) enters
the cathode in the LSM phase and is gradually converted to ionic current
in the YSZ phase over a thickness of about 5mm. The charge transfer
proceeds at the TPB formed at the intersections of LSM and YSZ particles.
The dense YSZ electrolyte admits only ionic current, which is uniform
through the 20-mm electrolyte layer. On the anode side, ion current in the
YSZ phase is gradually transferred to electron current in the Ni phase. For
the parameters of this illustration, the charge transfer takes place over
about 20mm on the anode side. At the lower cell potential of 0.5V, the
current density is higher than at the higher cell potential of 0.75V. The
sum of ionic and electronic current is the net current through the cell and
the external circuit. The electron current leaves the cell and enters the
external circuit. By definition, the direction of current i is opposite to the
direction of electron transport.

Far from the dense electrolyte interfaces, Figure 12a shows that elec-
trolyte-phase electric potentials are essentially flat and the current is
purely electronic. The electric-potential profiles are flat because there is
no charge transfer in these regions. Close to the dense electrolyte, charge-
transfer rates are highest. Thus, the gradients in electric potentials and
current density increase closer to the membrane interfaces. Because the
effective ion conductivity within the porous electrodes is smaller than
it is within the dense electrolyte, the slope of the electrolyte electric
potentials within the electrodes but near the dense electrolyte is larger
than it is within the dense electrolyte. Charge-transfer rates are highest in
the electrode regions nearest to the dense electrolyte interfaces.

Figure 12c shows the activation overpotential profiles (as would
be used in the Butler–Volmer equations). Note that the overpotentials
are negative on the cathode side, where the net charge-transfer process
is cathodic (i.e., consuming electrons). The overpotentials are positive on
the anode side, where the anodic charge transfer produces electrons.
5.7 Interface charge-transfer model

As illustrated in Figure 12, charge-transfer processes within the compos-
ite electrode are confined to a region of a few tens of microns around the
dense electrolyte membrane. Therefore, the charge transfer for the thick
electrode (order millimeter) can be reasonably approximated to occur
within a vanishingly small distance from the dense electrolyte. The effec-
tive TPB length for the entire region is subsumed as an empirical param-
eter in the exchange current density. Additionally, because it is
computationally expensive to resolve the distributed charge-transfer
regions, the interface charge-transfer model is widely used. In this case,
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the modeling generally follows the approach that is discussed in
Section 6.
6. CHANNEL-LEVEL MODELS

As a practical matter, models that represent chemistry and transport at
the microscale of the MEA are too costly to incorporate into stack models
at much larger length scales. At the channel scale, it is necessary to resolve
fluid flow within channels or tubes (e.g., Figures 2 and 3). It is also
important to predict the gas and solid temperature distributions along
the lengths of channels. Full stacks can be represented as arrays of chan-
nels. Depending upon the intended application and available computa-
tion resources, each channel in the stack may be assumed to have identical
behavior. In fact, however, depending upon the stack design (flow mani-
folds, thermal insulation, etc.), each channel performs differently.
6.1 Gas flow within channels

The gas-phase flow within planar channels or circular tubes is usually
treated as a one-dimensional laminar plug flow, retaining only axial
variations (Kee et al., 2003; Zhu et al., 2005). For syngas or methane
fuels, homogeneous chemical kinetics are negligible for temperatures
below around 900�C (Gupta et al., 2006b). The mass and momentum
conservation equations are summarized as

@r
@t

þ@ðruÞ
@x

¼�Ph

Ac

XKg

k¼1

JMk Wk (51)

2
� �
@ ruð Þ
@t

þ@ ru
@x

¼�@p

@x
�Ph

Ac
tw; (52)

@ rYð Þ @ rY uð Þ @j P
k

@t
þ k

@x
þ k

@x
¼� h

Ac
JMk Wk: (53)

These equations are written in transient form, with the time t and the
axial coordinate x being the independent variables. Dependent variables
include the mass density r, the mean velocity u, the pressure p, and the
species mass fractions Yk. Geometric parameters include the hydrody-
namic perimeter Ph and the cross-sectional flow areaAc. Assuming planar
channel dimensions of H high and W wide, Ph¼2(HþW) and Ac¼HW.

In addition to axial convective transport, there may be axial diffusion
of species along the length of the tube. This is especially the case when gas
velocities are low and species with high diffusion coefficients (e.g., H2) are
present. The axial diffusive mass fluxes are represented as
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jk ¼�rWkWDkm
@Xk

@x
: (54)

The mixture-average diffusion coefficients are calculated as

Dkm ¼ 1�YkPKg

l6¼kXl=Dkl

; (55)

where Xk are the mole fractions, and Dkℓ is the multicomponent diffusion
coefficient matrix, which can be evaluated from the binary diffusion
coefficients Dkℓ (Kee et al., 2003).

As a result of internal reforming and charge-transfer chemistry, spe-
cies fluxes are exchanged between the porous-electrode structures and
the flow within the channels. Molar fluxes of the gas-phase species,
represented as Jk

M, are determined from the solution of the reactive
porous-media transport within the electrode structures (Section 5.1).

Wall shear stress tw, which affects the pressure drop, is represented in
terms of a friction factor f¼2tw/ru

2. For a rectangular channel, the friction
factor can be calculated based on the laminar, fully developed flows as
Re f¼C. The local Reynolds number is defined in terms of the mean
velocity u and the hydraulic diameter as Re¼ruDh/m, where m is the
mixture viscosity. The constant C depends upon the channel aspect ratio
(Kee et al., 2003).

Because the electrodes are relatively thin and the axial species gradi-
ents are small, axial species transport within the composite electrodes
may be neglected. Transport and chemistry normal to the flow channel
can be represented in one-dimensional form using species and overall
continuity equations (Equations (38) and (39)) as discussed in Section 5.1.
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6.2 Channel-flow energy balance

Plug-flow energy balances are needed for both the fuel and air channels.
The channel-flow models consider two temperatures—mean gas temper-
ature within the channel (fuel mixture TF and air TA) and the solid MEA
temperature TM. The thermal balances include convective heat transfer
between gas within the channels and the MEA structure as well as heat
transport associated with species flux between the electrode and the
adjoining gas.

Consider first the flow in the fuel channel, where gas-phase energy
conservation can be expressed as

@EF

@t
þ@qF

@x
¼�Ph

Ac
qTa þqMa
� �

; (56)

where EF¼rFeF, with rF being the mass density and eF being the specific
internal energy of the fuel mixture. The gas-phase heat flux qF, which
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represents both axial heat conduction and gas-phase species transport, is
written as

qF ¼�lF
@TF

@x
þ
XKg

k¼1

rYkuþ jk
� �

hk; (57)

where hk are the species specific enthalpies and lF is the mixture thermal
conductivity.

The convective heat flux between the channel flow and the MEA
structure is represented as

qTa ¼ hconv TF�TMð Þ; (58)

where hconv is a convective heat-transfer coefficient, which may be eval-
uated using a conventional Nusselt-number correlation (Bergman et al.,
2011). As illustrated in Figure 13, the fluxes are defined as being positive
when the flux leaves the gas channel and enters the MEA.

The second term on the right-hand side of Equation (56) (i.e., qa
M)

represents the energy transport associated with mass transfer between
the channel flow and the porous anode structure (i.e., the MEA). Because
all the heat release (i.e., resulting from thermal and electrochemical
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reactions and ohmic heat resistance) is assigned to the MEA structure, qa
M

must be subtracted from the conservative form of the channel-flow energy
equation (Equation (56)). In the conservative form, the channel-flow
energy equation implicitly contains the heat released within the porous
electrode through the species continuity equations.

The heat flux associated with species transport between the MEA
structure and the channel flow qa

M can be written as

qMa ¼
X
JMk >0

JMk Wkhk TFð Þþ
X
JMk 
0

JMk Wkhk TMð Þ: (59)

If species transfers from the channel into the MEA structure, enthal-
pies of the gas-phase species hk are evaluated at the fuel-channel gas
temperature TF; otherwise, hk are evaluated at the MEA temperature TM.
Note that Jk

M>0 indicates flux into the MEA.
With the directions of the fluxes being assigned as in Figure 13, the air-

channel energy equation is entirely analogous to the fuel-channel equa-
tion. That is,

@EA

@t
þ@qA

@x
¼�Ph

Ac
qTc þqMc
� �

; (60)

with the subscript ‘‘c’’ representing the air (cathode) channel.
6.3 MEA energy balance

The MEA is assumed to have a uniform temperature normal to the flow
direction, but varying axially. Further, the solid materials and the gas
within the pore spaces are at a common temperature TM. Energy conser-
vation for the MEA structure may be written as

@EM

@t
þ@qM

@x
¼ _qMþ PF

AM
qTa þ

PA

AM
qTc ; (61)

where EM is the total internal energy per unit volume of the MEA struc-
ture, PF is the width between fuel-side interconnect ribs, PA is the width
between air-side interconnect ribs, and AM¼HanodeþHelectrolyteþHcathode is
the cross-sectional area (per unit depth) of the MEA, with H representing
component thicknesses. The net volumetric heat source within the MEA
structure, due to the thermal and electrochemical reactions and the ohmic
resistance, may be written as

_qM ¼ PF

AM
qMF þ PF

AM
qMA � PM

AM
ieEcell: (62)
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In this equation, PM is the perimeter of the dense electrolyte. Axial
conduction within the MEA structure is written as

qM ¼�lM
@TM

@x
; (63)

where lM is the effective thermal conductivity of the composite MEA
structure.
6.4 Qualitative illustration

Figure 14 shows the qualitative behavior along the length of a fuel chan-
nel. Assuming that the interconnect structures are fabricated from a metal
with high electrical conductivity, it is reasonable to assume that the cell
voltage Ecell is spatially uniform. As fresh fuel enters the channel the
reversible potential Erev is high. However, as fuel is consumed and
becomes diluted with reaction products (e.g., H2O and CO2), the revers-
ible potential decreases. Because the current density depends upon the
difference between the reversible potential and the cell voltage, the local
current density also decreases. If the channel is sufficiently long, Erev will
approach the operating potential Ecell. At this point, the charge-transfer
reactions can no longer proceed, causing the current density to vanish and
eliminating any further fuel composition. Thus, there are operating con-
ditions under which the fuel cannot be completely consumed. Indeed, it is
the usual case that SOFC systems are operated with fuel utilization
around 85%.
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7. BUTTON CELLS AND PARAMETER FITTING

From the foregoing discussion, it is evident that numerous physical and
chemical parameters are needed to model a practical cell. Although some
parameters can be measured directly, many must be derived indirectly
from experiments. Button-cell experiments are used widely in the devel-
opment and evaluation of new materials and cell architectures. The most
common experiments measure polarization characteristics (i.e., cell voltage
as a function of current density). The experiments can readily be configured
to measure performance at different temperatures and with different fuel
compositions. Modeling data taken over a range of operating conditions
can be used to determine needed parameters. Although the process can be
time consuming, and without a guarantee of unique results, it is usually
possible to develop reliable sets of parameters for particular cell architec-
tures. Figure 15 shows measure and modeled polarization data for a
particular cell that is being operated with either humidified H2 or CH4

(Pillai et al., 2008). Button cells are highly valuable in the laboratory but
have little value as practical fuel cells. However, the physical parameters
that are established can be used to model other cell configurations that use
the same or a similar MEA architecture (e.g., Figures 2–4).
8. ELECTROCHEMICAL IMPEDANCE SPECTROSCOPY

Fuel-cell performance is characterized by widely varying timescales.
However, clearly isolating and identifying all the contributing physical
and chemical processes can be difficult. Electrochemical impedance
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spectroscopy (EIS) provides a powerful means to probe behaviors that
contribute to cell performance (Bard and Faulkner, 2000; Barsoukov and
Macdonald, 2005; Bockris et al., 2000).

Figure 16 illustrates the basis of EIS. A fuel cell, typically a button cell
such as in Figure 15, is operated by drawing a low-amplitude harmonic
current,

ie tð Þ¼ ieþ îe sin otð Þ; (64)

where o is the frequency. As a result of the transient current, the
corresponding cell voltage response is also harmonic but phase shifted:

Ecell tð Þ¼Ecellþ Êcell sin otþyð Þ: (65)

The phase shift y and the ratio Êcell/ı̂e depend upon the frequency and
the nominal operating current ı̄e. The complex impedance Z can be repre-
sented as

Z¼ Êcell

îe
e�jy ¼ Êcell

îe
cosy� jsinyð Þ; (66)

where j� ffiffiffiffiffiffiffi�1
p

. At a given frequency, the complex impedance can be
represented as a point on a Nyquist plot as illustrated in Figure 16.
Carrying out the procedure over a wide range of frequencies produces
the impedance spectra.

Dedicated experimental equipment is readily available, and EIS is
used widely in fuel-cell experiments. Experimental results are most com-
monly interpreted in the context of equivalent circuits using combinations
of resistor and capacitor elements. Resistors are usually associated with
ion transport processes and charge-transfer kinetics. Capacitors are
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Figure 17 Computed electrochemical impedance spectra for an SOFC operating on

humidified methane at 800�C. The subplots shown in A-E are Nyquist representations of
the complex impedance at different current densities.
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usually associated with double-layer charging at the electrode–electrolyte
interfaces as well as transient effects of gas transport and chemistry.

As an alternative to indirect equivalent-circuit representations, a very
strong case can be made for interpreting impedance spectra directly with
transient physical models. A time-accurate physical model is necessary,
but there are alternative approaches to compute the EIS. One approach is
to model exactly the experimental procedure, that is, impose a small-
amplitude harmonic current, observe the voltage response, and compute
the complex impedance (Zhu and Kee, 2006a). However, because the
impedance must be computed at many different frequencies, this is a
time-consuming process. State-space modeling, which transforms the
mathematical problem to the frequency domain, has significant computa-
tional advantages (Bieberle and Gauckler, 2002; Mitterdorfer and
Gauckler, 1999a,b,c). Bessler has reported a computationally efficient
method in which the entire EIS can be recovered from a single transient
simulation with a step or ramp variation of the current (Bessler, 2007).

Figure 17 illustrates EIS results for a button cell operating on humidi-
fied methane (Lin et al., 2005; Zhu and Kee, 2006a). Electrochemical
impedance is typically reported with the cell operating around open-
circuit voltage (e.g., Figure 17a). As illustrated in Figure 17, the EIS is
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usually characterized by one or more ‘‘arcs,’’ with each arc representing
some aspect of the underlying physics or chemistry. The two overlapping
low-frequency arcs are the result of interactions between porous-media
transport and reforming chemistry. The results shown in Figure 17 do not
include double-layer charging, which would typically contribute two
more high-frequency arcs, one for the anode and the other for the cathode.
The nearly linear shape of the EIS at high frequency is characteristic of
diffusion impedance (so-called Warburg impedance). The net cell resis-
tance is found by the difference in the intersections with the real axis. It is
interesting to note that the shape of the EIS changes significantly for
different cell polarization (i.e., different cell currents).
9. TUBULAR CELL PERFORMANCE

Figure 19 shows steady-state solution profiles for a particular SOFC tube,
such as illustrated in Figure 18. The tube has an inner diameter of 0.8cm
and is 25cm long. The porous Ni–YSZ anode tube wall is 900mm thick,
with an effective thermal conductivity of 10.5Wm�1K�1. The electrolyte is
20mm of YSZ and the cathode is 50mm of porous LSM–YSZ. Other physi-
cal and chemical parameters are reported by Kee et al. (2008).
9.1 Steady-state performance

The inlet fuel is a mixture of 35.3% H2, 14.2% CH4, 1.3% CO, 41.3% H2O,
and 7.9% CO2, which is the equilibrium output of a methane-steam
reformer operating at 500�C and fed by a steam-carbon ratio of 2.5
(26.6% CH4 and 71.4%H2O). The fuel enters the tube with a mean velocity
of 60cms�1, temperature of 750�C, and atmospheric pressure. The
operating voltage is fixed at Ecell¼0.75V, which is uniform for the entire
tube length. There is convective heat transfer from the tube exterior, with
the external air temperature being maintained at Ta¼750�C.

It is evident from Figure 19e that the gas and wall temperatures are
significantly higher than 750�C, which is the temperature of the external
air and the fuel inlet. Both the wall and fuel temperatures increase in the
entry region of the tube, peaking at around 3cm. The temperature
increases are due to internal heat release within the MEA. In the entry
region, the wall temperature is significantly higher than the temperature
of the fuel gases. Because the tube wall has a relatively high thermal
conductivity, heat can be transferred upstream toward the entrance. In
the downstream sections, the flow temperature exceeds wall temperature.
In this region, heat transfer to the relatively cool external air exceeds the
MEA heat release, serving to reduce the MEA temperature. Internal heat
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generation, which scales approximately as ie
2, decreases along the length

of the tube as the current density ie decreases. The fuel-flow temperature
is also decreasing via heat transfer to the relatively cooler the wall.

Figure 19e shows that the gas velocity increases along the length of the
tube. The steam reforming of methane produces a net mole increase
(cf., Table 1), which serves to accelerate the flow.

Figures 19a–c show the gas-phase mole fractions in the pore spaces
through the thickness of the porous anode (i.e., the tube wall). Based on
the gradients of the concentration profiles, it is evident that H2 diffuses
into the anode (i.e., radially outward from the fuel flow toward the dense
electrolyte), while the reaction products H2O and CO2 are transported
radially inward from the MEA toward the fuel channel. Because only H2

is consumed via charge-transfer chemistry in the three-phase region near
the dense electrolyte interface (top of the upper panels). Methane diffuses
radially outward where it is catalytically reformed by H2O and CO2 on
the Ni surfaces, producing H2 and CO. The CO and H2O participate in the
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water-gas-shift process via catalytic chemistry on the on Ni surfaces
within the anode structure. In the downstream sections, as the fuel is
depleted and the current density decreases, the species gradients within
the anode also decrease.

Figure 19d shows gas-phase mole-fraction profiles within the tube.
As is easily anticipated, the fuel species (H2, CO, CH4) decrease, while
the product species (H2O and CO2) increase. For the parameters of
this example, the flow at the tube exit still contains approximately
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10% H2, 2% CO, and 4% CH4. In other words, the fuel utilization is low.
In practice, such a circumstance would likely call for reduced inlet flow
velocity, lower cell voltage, or increased temperature. Figure 19d also
shows that the local current density decreases along the tube length,
which is caused by the increasingly depleted and diluted fuel stream.
9.2 Efficiency and utilization

Cell performance is often measured in terms of conversion efficiency, fuel
utilization, and power density (Zhu and Kee, 2006b). The cell efficiency is
defined as

e¼We

Qin

¼
Ð
ieEcelldA

_mf;inDhf;in
; (67)

where We is the electrical work output and Qin is the heat that would be
released upon full oxidation of the inlet fuel stream. The inlet fuel mass
flow rate is _Mf;in, and Dhf,in is the specific enthalpy associated with
completely oxidizing the fuel stream. The electrical work is the product
of the current density ie and operating voltage Ecell, integrated over the
active MEA area. Fuel utilization U can be written as

U¼ 1� _mf;outDhf;out
_mf;inDhf;in

; (68)

where the ‘‘in’’ and ‘‘out’’ refer to the inlet and outlet of the fuel cell. The
Dh refers to the specific enthalpy associated with complete oxidation of
any available fuels. This definition accounts for the energy content of any
remaining fuels (or fuel by-products) that leave in the fuel-cell exhaust.
These definitions consider only performance within the SOFC, not overall
system performance. The solution shown in Figure 19 results in efficiency
of 48.2%, utilization of 71.4%, and a net power of 35.2W.
9.3 Transient response

For control and load following, it is important to understand transient
responses as a result of changes in operating conditions (Colclasure et al.,
2011). Figure 20 considers the same SOFC tube as in Figure 19 but in this
case operating on a CPOX-generated fuel mixture consisting of 27.1% H2,
25.2% CO, and 47% N2. The cell is initially operating in steady state at a
cell voltage of Ecell¼0.9V. At 100s, the operating potential is suddenly
reduced to Ecell¼0.75V. The reduced potential causes a nearly immediate
increase in current from about 12A up to about 20A. At about 550s, the
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voltage is suddenly increased to Ecell¼0.85V. This causes the current to
decrease again to about 16A.

Figure 20a shows that the current response to a change in cell voltage
is nearly instantaneous. There is a slight overshoot in current, which
relaxes as the fuel composition adjusts to the new operating condition.

Temperatures within the cell depend on internal losses and hence the
operating conditions. With increased current, the cell temperatures begin to
rise. Figure 20b shows the histories of the fuel-stream temperature and
MEA tube-wall temperature at the tube exit. Because of thermal inertia in
the solid materials, the temperatures respond much more slowly than the
current. It takes nearly 300s for the temperatures to reach new steady values
at the higher current level. At around 550s, when the voltage is again
increased (thus, decreasing current), the temperatures begin to fall. Again
the roughly 300-s time constants are evident. Cathode-air exhaust tempera-
ture is also shown. Because of relatively high air flow rates in this example,
the cathode air maintains a considerably lower temperature than the tube.
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Figure 20c shows species composition of the fuel stream at the tube
exit. In this example, the fuel-flow rate is held fixed atm¼4.8�10�6kgs�1,
which corresponds to an inlet velocity of approximately 40cms�1. In
regions of high current, the concentrations of product species H2O and
CO2 increase. Correspondingly, the fuel species H2 and CO are more fully
consumed. The time constant for species variations is determined primar-
ily by the characteristic residence time for flow within the tube, which is
approximately 0.3s. Thus, with the timescale used in Figure 20, which is
characteristic of the relatively long thermal timescales, the species
changes appear immediate.

Figure 20d shows cell efficiency and fuel utilization. Initially, the
efficiency is about 35% with a utilization of about 50%. When the cell
voltage drops at about 100s, the efficiency increases to about 45% and the
utilization approaches 90%. This illustration, which is intended to show
transients in cell performance, uses a fixed fuel-flow rate. In practice, the
fuel-flow rate could be controlled to compensate for variations in the cell
potential and net power delivered.
10. COMPUTATIONAL IMPLEMENTATION

As is evident from the foregoing discussion, fuel cells may be modeled
using significantly different levels of approximation. In all cases, the
models manifest themselves as coupled systems of differential equations.
Thus, appropriate initial and boundary conditions are needed, with
details depending upon the particular model. Although certainly impor-
tant, details of computational implementation are beyond the scope of
this chapter. Nevertheless, models developed by the present authors
follow some broad guidelines.

Spatial derivatives are usually discretized using the finite-volume
method. Steady-state models, such as for button cells or fuel-cell channels,
can be solved as boundary-value problems using a hybrid-Newtonmethod
(Grcar et al., 1986; Kee et al., 2003). Transient problems can be solved using a
method-of-lines algorithm. However, it is usually the case that the differ-
ential equations involve algebraic constraints (i.e., equations without
explicit time derivatives), leading to differential-algebraic equations
(DAE) (Ascher and Petzold, 1998; Brenan et al., 1996). High-level special
purpose DAE software packages are available. These include LIMEX
(Deuflhard et al., 1987)3 and DASSL,4 which are written in FORTRAN,
3 Download available from Konrad-Zuse-Zentrum für Informationstechnik Berlin: http://www.zib.de/ehrig/
software.html.
4 Download available from Prof. Linda Petzold, University of California, Santa Barbara: http://www.cs.ucsb.
edu/�cse/index2.php?software.html.

http://www.ansys.com
http://www.ansys.com
http://www.cantera.org
http://www.cantera.org
http://www.cantera.org
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and SUNDIALS (Hindmarsh et al., 2005; Serban et al., 2005),5 which is
written in Cþþ.

The governing equations involve thermodynamic properties and
chemical reaction rates for multicomponent mixtures. When more than
a few species and reactions are involved, the programming task is signifi-
cantly facilitated by special purpose software that is designed to handle
chemical complexity. Examples of such software include CHEMKIN
(Kee et al., 2003),6 which is written in FORTRAN, and CANTERA
(Goodwin, 2003),7 which is written in Cþþ.

There is a growing use of commercial Computational Fluid Dynamics
(CFD) software to serve as a platform on which to build fuel-cell models.
However, to date, there are no commercial packages that implement
models with the level of chemical and electrochemical detail described
in this chapter. Software such as ANSYS FLUENT can be extended with
user-defined functions (UDF) to incorporate electrochemical complexity
(Fluent software package; Goldin et al., 2009; Kattke et al., 2011). Software
such as COMSOL8 is a computational platform that solves systems of
partial differential equations, allowing users to define details of the par-
ticular model.
11. SUMMARY AND CONCLUSIONS

Computational models of fuel cells can be developed to serve a wide
range of purposes and objectives. Models that resolve microstructural
electrochemistry and transport play valuable roles in the optimal design
of electrode structures. Models that consider fluid flow and thermal
transport at larger length scales play valuable roles in the optimal design
of single cells and fuel-cell stacks. At the larger scales, however, it is
computationally impractical to include the level of chemical and physical
complexity that can be incorporated into a microstructural model.
Although much can be learned from steady-state models, predicting
transient response also plays important roles. Because of the thermal
inertial associated with metal and ceramic components, SOFCs can have
relatively long start-up and shutdown cycles. In load-following applica-
tions, process-control strategies that accommodate multiple sensors and
actuators are needed to maintain high performance. Time-accurate
5 Download available from Lawrence Livermore National Laboratory: https://computation.llnl.gov/casc/sun-
dials/main.html.
6 CHEMKIN is available commercially at: http://www.reactiondesign.com.
7Download is available at: http://code.google.com/p/cantera/.
8 http://www.comsol.com/products/multiphysics/.

http://www.ansys.com
http://www.ansys.com
http://www.cantera.org
http://code.google.com/p/cantera/
http://www.comsol.com/products/multiphysics/
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transient models can be developed for incorporation into real-time pro-
cess control.

Depending upon the objectives and computational resources, models
must be written with significantly different levels of approximation.
However, even when major approximations are required, it is important
that the approximate models be as accurate as possible. Such time and
length scale bridging enables the empiricism that is needed in the approx-
imate models to be derived from the detailed models.
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