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Rationale: The analysis of carbonate samples for the application of clumped

isotopes to paleoclimate reconstruction necessitates smaller beam intensities.

However, there is a relationship between beam intensity and pressure‐dependent

baseline (PBL), and therefore between beam intensity and the correction for PBL.

Here we explain the relationship between PBL and beam intensity to develop a better

correction protocol and an improved understanding of clumped isotope mass

spectrometry.

Methods: We describe a beam size experiment using our Isoprime isotope ratio

mass spectrometer in which samples of the carbonate standard IAEA‐C1 were

analyzed at 30, 50, and 70nA to establish an optimal protocol and a new method to

correct for PBL using the theoretical constraint of invariable Δ47 over a range of δ47

(bulk isotope composition) values. We also explore the effects of both over‐ and

under‐correction of PBL on equilibrated and heated gas samples to understand the

effect of mis‐correction of PBL.

Results: The results of our beam size experiments showed that a direct

measurement of the baseline consistently introduced variability to measurements of

the Δ47 of heated gases, equilibrated gases, and carbonate standards. These results

necessitated a new protocol to account for PBL in our system. Our new approach

flattens the reference frame line slope to 0 and, importantly, reduces the variability

of data points about the heated gas line. We also describe, for the first time, an

empirically derived description of the compositional effect of PBL.

Conclusions: A seemingly small change in our isotope ratio mass spectrometer

resulted in a better understanding of PBL, for which we have developed an empirically

based correction protocol to apply. Our new protocol has the potential to reduce

analytical time for laboratories measuring PBL, and supports the need for carbonate

mineral‐based clumped isotope standards.

1 | INTRODUCTION

For nearly seven decades, stable oxygen isotope ratios (δ18O values)

have been utilized as a paleoclimate proxy.1-3 Though oxygen isotopic

compositions are dually dependent upon temperature and the

composition of seawater (the δ18Ow value), the use of δ18O values

in marine carbonates has been demonstrated as valuable for

paleotemperature measurements when assumptions of seawater

chemistry are robust and variability through time is well constrained

or minimal.4-7 For cases in which δ18Ow is less constrained,

independent temperature proxies (e.g. alkenones;8-10 coral Sr/Ca;11

foraminifer Mg/Ca12-14) have been applied to separate the effects of

the δ18Ow value from temperature. Each independent temperature

proxy has been applied in concert with δ18O values with varying

degrees of success due to discrepancies associated with vital effects

and inter‐laboratory comparability.15
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The measurement of multiply substituted isotopologues (clumped

isotopes), specifically the mass 47 variant (Δ47) of CO2 liberated by

orthophosphoric acid from the lattice of carbonate minerals, has

recently offered another opportunity to deconvolve paleotemperature

and past seawater chemistry within a single measurement. As

opposed to Urey's heterogeneous isotope exchange reaction,16

carbonate clumped isotope thermometry is based on a homogeneous

isotope exchange reaction in which the ordering of 13C and 18O in

bonds of CaCO3 is inversely correlated with temperature.17 The

mass 47 isotopologue (13C18O16O= 44.4 ppm, 13C17O17O = 1.6 ppm,
12C17O18O= 1.5 ppm)18 of CO2 derived from carbonate‐bearing

minerals is fundamentally difficult to measure due to the paucity

of this particular multiply substituted isotopologue relative to

isotopologues of masses 44–46. In order to make sufficiently

precise measurements to differentiate variations in Earth surface

temperatures, quite large samples (typically 3–15mg) are often

analyzed over a 2–4 h period.19-21

The protocol to monitor the stability of an instrument for clumped

isotope analyses involves the measurement of CO2 with differing δ47

(ratio of masses 47/44 in a sample relative to that in a reference

gas) compositions that have been driven to a stochastic distribution

of isotopologues by heating to 1000°C for a minimum of 2 h. These

data are used to construct a heated gas line of δ47 versus Δ47 values,

used to correct for any “non‐linearities” (e.g. a linear slope not equal to

zero) present when δ47 compositions vary on the scale of 20–30‰

for any of the contributing isotope ratios.22 It has been demonstrated

that observed slopes greater than zero in both heated and

equilibrated gas lines23,24 can be a result of both analytical and

mathematical discrepancies.25-28 The accuracy of clumped isotope

analyses is complicated by the presence of a negative background

effect (‘pressure baseline’, PBL) observed on Faraday cups when gas

is admitted to the source of a mass spectrometer.25-27 Since the first

account of PBL,25 a number of correction attempts have been

discussed. Whereas some utilize a linear regression from the

correlation between the major beams and minor beams to remove

the nonlinearity effects of the mass spectrometer,25,26 others have

demonstrated the ability to perform a direct off‐peak measurement

of PBL, while gas is being ionized in the source but directed spaces

between Faraday cups, to remove this effect.27,29-31 Our work sheds

further light on PBL, allowing us to build upon the original definition

as we demonstrate that PBL appears to be a function of beam size,

source geometry, chemistry and stability, frequency of measurement,

and characteristics of individual mass spectrometers.

Isotope ratio mass spectrometers ionizing at 10 kV potentials are

typically used to measure clumped isotopes, but smaller systems have

demonstrated both the ability to achieve the same precision and the

need for better monitoring of instrument stability.27,32-34 For instance,

smaller instruments (the Elementar Isoprime27 and the Thermo Fisher

Delta series34) have been shown to require accurate measurement

of PBL for purposes of reproducibility of standards and samples

because of the high, yet systematic, amount of variability in Δ47 over

varying δ47 values (high “non‐linearity”27). Successful clumped isotope

measurements on the Isoprime 5 kV isotope ratio mass spectrometer

have quantified PBL through direct off‐peak measurements at a static

point, 41V less than the accelerating voltage at peak center.24 This

practice has demonstrated an accurate assessment of PBL at a single,

but large, beam intensity (100 nA), resulting in the use of this system

for measurements and calibration of siderite32 and calcite.33 These

studies demonstrated that clumped isotope measurements could be

reliably made and comparable reference frames could be produced

from a system with an entirely different ion source, ion optics, and

analytical technique from traditionally made measurements with a

10 kV MAT 253.34

As the clumped isotope community continues to improve

analytical precision while moving to smaller sample sizes,29,35,36 we

have further modified the Isoprime mass spectrometer by the

installation of higher (1012 Ω) resistors on the Faraday cups configured

to measure masses 47–49. These higher resistors facilitated increased

sensitivity and decreased beam intensity, but also caused profound

changes in the generation and, hence, the resultant measurement of

PBL in our system. In this paper we present a new empirical, rather

than measurement‐based, PBL correction which we have preliminarily

tested on an internal laboratory standard and gas reference frames

spanning three separate analytical sessions. Furthermore, we

apply what we have observed in our system to explore the effects

of mis‐correction of PBL on reference frames and transfer functions

to the absolute reference frame. We share an improved understanding

of compositional and pressure effects on PBL, which could become

important as more laboratories using different mass spectrometer

setups implement methods in which beam size is not held constant

throughout a measurement.

2 | EXPERIMENTAL

2.1 | System

All isotopologue measurements were made on the compact 5 kV

Isoprime isotope ratio mass spectrometer at the University of South

Florida (USF, St Petersburg, FL, USA. The system was moved from

the Stable Isotope Laboratory of Tulane University (SILTU, New

Orleans, LA, USA) and is described in detail in Figure 2 of

Rosenheim et al.27 Measurements previously published from this

system27,32,33 required large sample sizes to produce ion beams

of 100 nA. In order to facilitate the measurement of smaller beams

(30–50 nA), and ultimately reduce sample sizes for clumped isotope

applications, a new head amplifier was installed with increased

resistance on all cups (Table 1).

All gases (equilibrated, heated, and carbonate‐derived) were

passed twice through the glass vacuum separation line described in

detail in Rosenheim et al.27 Briefly, this consists of two independent

water traps, four loops each, cooled to −70°C with isopropanol

(cooled to liquid–solid phase transition by liquid nitrogen) followed

by a U‐shaped glass Porapak and a silver wool trap cooled to −15°C

using ethylene glycol (cooled to liquid–solid phase transition with

liquid nitrogen). Heated (1000°C) and equilibrated (25 and 50°C) gases

were prepared within four analytical sessions between August 2015

and May 2017 to construct independent reference frames. Each

equilibrated and heated gas line consisted of three points covering a

range of different bulk isotopic composition (Table 2).
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Each combination of CO2 +H2O was sealed in a borosilicate

ampoule and placed in a water bath (set to 25 or 50°C) to equilibrate

for at least 72 h before cryogenically separating CO2 from H2O. Each

of the gases for heating was frozen into quartz ampoules and placed

in a muffle furnace at 1000°C for at least 2 h to reach a stochastic

distribution of isotopologues. The δ13C values ranged between

−41.02‰ and 2.05‰ VPDB and the δ18O values ranged between

18.37‰ and 60.76‰ VSMOW.

An internal carbonate standard (IAEA‐C1) was reacted under vac-

uum with 2–5mL of concentrated H3PO4 (104.1%) and analyzed to

verify our reference frame and test our method of PBL correction.

All reactions were carried out at 100°C by simple immersion of

a two‐legged McCrea‐type reaction vessel in boiling water and

continuously trapped in the first four‐loop trap with liquid nitrogen

throughout the reaction in order to minimize re‐equilibration with

water.

2.2 | Mass spectrometry

Purified samples were introduced into the bellows of the Isoprime

mass spectrometer by being frozen into an adjacent microvolume

and then expanded at ambient temperature. Pressures were adjusted

on both sample and reference side to produce ion beams of 50 nA

for the majority of samples, with the exception of a beam size exper-

iment in which additional ion beams of 30 and 70 nA were produced

from the same aliquots of gas (described further in the next section).

Before each analysis, an accelerating voltage scan with a width of

120 V was performed with a step size of 0.27 V (0.1 s each) in the

accelerating voltage. The entire process, which we refer to herein as

pre‐acquisition peak scanning, lasts 45 s, and is only performed once

at the start of each analysis (Figure 1). For measurements, the ion

beams of masses 44–49 were monitored for 20 s on both the refer-

ence and the sample side, with 12 s of data omitted after changeover

valve switches. The sample gas isotope ratios were bracketed

by measurements of reference gas (δ13C = −3.22‰ VPDB;

δ18O = 25.46‰ VSMOW). In order to comparatively monitor PBL

correction techniques, we employed the protocol outlined in

Rosenheim et al,27 in which currents for all Faraday cups are measured

when the m/z 44 beam is shifted 41 V lower in accelerating voltage for

an off‐peak measurement of PBL. This measurement occurs at the

beginning of each sample and reference acquisition block, adding

approximately 20 minutes to each measurement.

2.3 | Beam size experiment

Two large samples (25mg each) of IAEA‐C1 were measured

repeatedly during two analytical sessions (in September 2015 and

January 2016) to determine the precision and accuracy for clumped

isotope analyses in our updated system at different beam intensities.

TABLE 1 Resistor values for CO2 isotopologue cups on the Isoprime
system. Previously published values for the SILTU system and values
after installation of a new head amplifier at USF

m/z
Resistance at
SILTU (Ω)

Resistance at
USF (Ω)

44 5.0 x 107 1.0 x 109

45 5.0 x 109 1.0 x 1011

46 1.5 x 1010 1.0 x 1011

47 2.0 x 1011 1.0 x 1012

48 2.0 x 1011 1.0 x 1012

49 2.0 x 1011 1.0 x 1012

TABLE 2 Description of ingredients for reference frame gases. “Tank CO2” refers to gas sourced from a bottle purchased from an AirGas vendor
in New Orleans, LA, USA (δ13C = −3.22‰ VPDB; δ18O = 25.46‰ VSMOW) and “APICR” refers to Antarctic Peninsula Ice Core residual water

Light Middle Heavy

Equilibrated Tank CO2 + APICR water; δ47 ≈ −8 to −4‰ Tank CO2 + DI water; δ47 ≈ 8 to 12‰ Tank CO2 + DI water evaporated to 20%
of the original volume; δ47 ≈ 30‰

Heated Fisher Scientific CaCO3

(C‐64, Lot #874601); δ47 ≈ −48 to −44‰
Tank CO2; δ

47 ≈ −3 to −2‰ CO2 from headspace of the “heavy”
equilibrated ampoule; δ47 ≈ 29 to 35‰

FIGURE 1 A compilation of pre‐acquisition peak scans (n = 130),
demonstrating the stability of our m/z 47 peak. The average peak
center deviates by 3.1 V; however, the lowest point on the scan (peak
scan minimum) varied by as much as 14.68 V [Color figure can be
viewed at wileyonlinelibrary.com]
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Repeated measurements of large samples from a single reaction and

vacuum‐line preparation were performed to isolate beam size as

the sole variable inciting change on δ47 and subsequently Δ47 results.

By analyzing each of the prepared IAEA‐C1 samples at a m/z 44

beam of 70 nA (n = 3), 50 nA (n = 6), and 30 nA (n = 6) we were able

to investigate whether or not PBL could be measured at a set, off‐

peak, point, as well as the stability of this set point through time.

During the September 2015 analytical session, the previously

established protocol27 was employed, in which on‐peak signal mea-

surements were alternated with 41 V off‐peak PBL measurements.

During the January 2016 analytical session, however, the off‐peak

PBL measurement location was adjusted to the lowest point on a

pre‐acquisition peak scan, similar to previously published methods

from a different laboratory.30,31 This point will be referred to as the

peak scan minimum (PSM) herein. The PSM remained stable at each

beam size for the entirety of this experiment. Heated and

equilibrated gases were regularly analyzed during the duration of

these experiments. When previously accepted values of IAEA‐C1

were not achieved with any of the PBL values from either the PSM

or the 41V monitoring points, an arbitrary set value for PBL was

used to correct raw voltages to the accepted value. This practice

was only performed on the IAEA‐C1 samples in the beam size

experiment to assess the degree of mismeasurement and failure to

consistently achieve accuracy and precision for a known standard

value. Eventually this value for the 50 nA samples (see Table 3)

was able to be tied to an empirically derived multi‐compositional

intersection (MCI) point described in detail in section 4 and

Figure 6.

2.4 | Compositional PBL sensitivity test

Gas reference frame data were used to test the sensitivity of

equilibrated and heated gas lines, as well as the subsequent transfer

function, to an improper PBL correction. Observed differences (as

much as 120 fA) between PBL correction methods in our beam size

experiment were used to simulate extreme cases of over‐correction

and under‐correction. Using the maximum observed differences of

120 fA, we applied the same offset to the entire range of reference

frame samples in order to empirically derive the compositional

effect30,31 of PBL (Figure 5).

3 | RESULTS

Observation of pre‐acquisition peak scans from over 100 analyses

revealed that the PSM varies at beam intensities lower than 100 nA.

At a large beam size (100 nA), the assumed PSM was probably stable

(n > 400) at 41 V less than the accelerating voltage at peak center

based on the achieved reference frame lines with slopes = 0 over

broad compositional differences.27 This is only assumed because, with

the success of the simple PBL measurements at that ion beam

intensity, there was no impetus to measure pre‐integration peak scans

with every sample. We subsequently observed that this point changes

as a function of m/z 44 beam size (Figure 2). Consistent with previous

observations,30,31 an inverse relationship exists between the PSM and

beam size; i.e. PSM was driven lower by increasing the beam intensity.

Consequently, the PSM can be found 7–11V nearer the peak center

than when a m/z 44 beam of 100 nA is used (Figure 2). From our beam

size experiment and previous analyses performed at 100 nA (n > 400),

we have established a relationship between PSM and beam size best

described by a second‐degree polynomial (Figure 3), although we have

no theoretical basis for such a functional form and the number of

points tested is not significant enough to constrain such a relationship.

Nonetheless, the parabolic fit changes insignificantly between ~50 nA

and 0 nA, with a minimum offset of 28.7 V at 25.1 nA (where

dV/dnA = 0). This modelled variability (approximately 3 V) over a large

range of beam intensities is smaller than the variability recorded at

50 nA using the direct measurements of PSM.

Despite an improvement in accuracy and precision when

switching from a 41 V to a PSM correction for PBL, the overall

accuracy did not reach acceptable levels (Figure 4). Our findings were

TABLE 3 PBL values (in fA) used to correct for each analysis of
IAEA‐C1 in our beam size experiment. The set value correction is the
PBL value necessary to correct the standard to an accepted value. This
point, at 50 nA, matches the intersection point of three heated gases
of different bulk isotopic composition, with a forced varied back-
ground applied (described in detail in section 4)

41 V
correction (fA)

PSM
correction (fA)

Set value
correction (fA)

30 nA 752 770 822

50 nA 633 651 772

70 nA 493 539 739

FIGURE 2 Close‐up view of mass 47 peaks in the Isoprime system
with major CO2 beams (m/z 44) of 30, 50, and 70 nA. Traditional
measurements in this system were performed at 100 nA and PBL was
monitored at an AV adjusted to 41V left of the peak center. Here we
show that with a changing beam intensity, PSM shifts closer to the
peak center [Color figure can be viewed at wileyonlinelibrary.com]
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consistent with those of Rosenheim et al,27 in which precision

between measurements, regardless of beam size, was improved upon

by applying a PBL correction. When PBL was monitored at the PSM,

the signal on the empty Faraday cups was consistently and

systematically greater than when PBL was monitored at 41 V off of

the center. These two measurements differed by 18 fA for 30 and

50 nA measurements, and 46 fA for the 70 nA measurements. The

improvement in precision of these measurements between PBL

correction techniques was not linear for each beam size (Figure 4),

further implying that both the 41V and the PSM set PBL correction

points do not sufficiently eliminate PBL effects. The objective of this

experiment was to constrain the position at which PBL is monitored

and determine which beam size would reduce both sample size and

instrumental variability. The outcome of this experiment did not allow

us to assess this objective; however, it did raise a question of whether

or not the correction for PBL must come from a direct measurement.

4 | DISCUSSION

Improving inter‐laboratory comparability of measurements remains

one of the most important tasks for the growing clumped

isotope community to accomplish. Conventional practice prescribes

measurement of CO2 with different bulk isotope compositions

(δ47 values) that have been equilibrated at a set temperature

(~25°, and ~50°C in our laboratory) or driven to a stochastic

distribution of isotopologues by heating the samples to 1000°C.37

Measurements of Δ47 at different δ47 values are used to construct a

reference frame of Δ47 versus δ47, from which intercepts are plotted

against theoretical values to construct an empirical transfer function

to the absolute reference frame, on which all clumped isotope

measurements can be compared.24 It has been suggested that slopes

>0 for heated and equilibrated gas lines (Δ47 versus δ47) can be

attributed to differences in correction for the influence of 17O28,38

and improper/absent correction for PBL.25-27 To resolve these issues,

the clumped isotope community has moved from a set of correction

parameters used in the calculation of Δ47 (R13
VPDB, R17

VSMOW,

R18
VSMOW, λ) from Gonfiantini/Santrock parameters (0.112372,

0.0003799, 0.0020052, 0.5164)39-41 to Brand/IUPAC parameters

(0.0118, 0.038475, 0.0020052, 0.528)28,38,42 in an effort to improve

inter‐laboratory comparability mathematically. Where non‐linearities

cannot be resolved mathematically, they can be attributed to poor

understanding of, and thus correction for, PBL.25-27 Although not all

laboratories apply a PBL correction, it has been demonstrated that

both direct25-31 corrections can be made and indirect23 (heated gas

lines) offsets can be observed.

Pre‐acquisition peak scans, as well as a beam size experiment,

described herein have revealed that despite an apparent relationship

between major beam size and PSM (Figure 3), we are unable to tie

the point in which PBL should be directly measured to a single

physical location.27,32,33 Our inability to directly measure PBL at

smaller beam intensities, however, allows us to shed light on the

effect of incorrectly accounting for PBL in clumped isotope

FIGURE 3 The relationship between major beam intensity and the
offset in PSM from peak center. Lower beam intensities require
lower offsets from the m/z 45 peak center (the mass to which the
instrument is tuned). We have empirically fitted a polynomial (blue
line) to these data, as it provided the best fit, from our beam size
experiment (30 nA, n = 6; 50 nA, n = 6; 70 nA, n = 3) and the
established methods of Rosenheim et al27 (100 nA, n > 400). Because
we have no theoretical basis for such a functional form, we also
provide a linear fit (green line) through these data. With the addition
of 120 analyses at 50 nA, error bars have been added to encompass
the full range of accelerating voltage offsets between peak center and
PSM. The shading indicates the full range of uncertainty based on a
linear fit through the endpoint of each line (100 nA) and the high and
low accelerating voltage offsets at 50 nA. The green shading
encompasses the cloud of error associated with the linear fit, while the
blue encompasses that associated with the polynomial fit [Color figure
can be viewed at wileyonlinelibrary.com]

FIGURE 4 Mean Δ47 values obtained with different PBL corrections
in the beam size experiment. An amount of 25mg each of IAEA‐C1
was measured in September 2015 and January 2016 at 30, 50, and
70 nA. Samples denoted by the 41 V symbol were corrected with the
protocol described in Rosenheim et al,27 while the PSM correction
refers to those points corrected with a value for PBL measured at the
lowest point on a pre‐analysis peak scan. It should be noted that,
despite a lack of accuracy, a PBL correction improves measurement
precision. Previously published values from Rosenheim et al27 for
IAEA‐C1: Δ47 = 0.3912‰ [Color figure can be viewed at
wileyonlinelibrary.com]
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measurements of a carbonate standard, reference frames, and

transfer functions. When a 41 V PBL correction was applied in our

beam size experiment, the Δ47‐ARF values of IAEA‐C1 varied by as

much as 0.52‰ from our laboratory accepted value, translating to

an offset of 20.5°C between 30 nA and 50 nA analyses and 43.6°C

between 50 nA and 70 nA analyses.24 Using a correction tied to

PSM30,31 in our beam size experiment, the Δ47‐ARF variability of

IAEA‐C1 reduced to 0.22‰, although the 70 and 30 nA analyses

yielded Δ47 values within error of one another. Despite an

improvement in the precision of these measurements with a change

in correction for PBL from 41V to PSM, the measurements remain

inaccurate, yielding Δ47ARF values as much as 1.04‰ lower than

the published Δ47‐ARF value of 0.3912‰ for IAEA‐C1 from our

laboratory27 (see Figure 4).

Given that heated gas lines should be invariant in Δ47 regardless

of bulk isotopic composition, it is possible to determine PBL in a

system without direct measurement. If measured at a single beam

intensity, on‐peak signals for three different points (different bulk

isotopic composition) on a heated gas line are corrected for a linear

range of possible PBL values, the point at which the three samples

intersect should theoretically correspond both with the Δ47 value for

the temperature to which they were heated or equilibrated37 and with

the true PBL of the system during the period in which those gases

were analyzed. We refer to this intersection point as the MCI point.

In the case of our laboratory, we have applied this test by forcing a

PBL correction ranging from 100 to 1200 fA, in a linear, stepwise

fashion, on our raw m/z 47 signals. These values were well in excess

of previously observed ranges of PBL values with different direct

PBL measurement techniques. We illustrate this practice in Figure 6

with three heated gases each having a different bulk isotope

composition (described in Table 3). We demonstrate that the

calculated Δ47 values using this range of PBL values will intersect at

a single MCI point, of which the abscissa value is indicative of the

actual PBL while the ordinate value at the MCI point corresponds to

the Δ47 for the temperature at which samples were heated.

We suggest that the practice of varying background approach can

be tested in systems outside of our laboratory by analyzing internal

carbonate standards (such as IAEA‐C1 in our laboratory) or potentially

external carbonate standards (such as ETH 1–429-31,43) bolstered by

heated and/or equilibrated gas analyses to find an instrument's or

analytical session's individual MCI point. By performing a simple check

with the varied background approach on heated gases analyzed at

50 nA surrounding the beam size experiment, we were able to confirm

that the MCI point‐derived PBL value (Figure 6) in fact matched the

PBL necessary to correct the carbonate standard to our laboratory

accepted value (50 nA set value in Table 3). By confirming that these

values are in fact the same, for analyses performed at 50 nA, we can

safely assume that the same would also be true at other beam sizes.

PBL was always the lowest for the 70 nA analyses and highest for

the 30 nA analyses, further supporting the idea that PBL is a function

of beam size (Figure 4), regardless of which PBL measurement or

correction technique was used. Differences between the PBL as

measured at the PSM and MCI point used to correct each sample to

an accepted value exist, but are not systematic. The greatest

difference between PBL values for both approaches and set values

exists for analyses performed at 70 nA, whereas the smallest

difference exists for analyses performed at 30 nA. Furthermore, the

values in our beam size experiment (Figure 4) yielded a consistent

(but not systematic) negative offset from the previously published27

value for IAEA‐C1, indicating that the negative signal of PBL was not

being fully eliminated and that we were effectively under‐correcting

for PBL. Furthermore, the order in which each PBL correction changed

δ47/Δ47 values was apparently random, suggesting that monitoring for

PBL at a static point, whether it be 41V or PSM, does not adequately

eliminate PBL at lower beam intensities than 100 nA in our modified

Isoprime system. The set correction for PBL applied to find the

accepted value of our carbonate standard was always greater than

both the 41 V and the PSM corrections. However, it matched the

MCI point correction at 50 nA. This confirms that the PBL correction

that sufficiently removes the negative effects of pressure‐dependent

FIGURE 5 The effect of PBL mis‐correction
on reference frame samples. In the left panel
the bulk isotopic (δ47) value is plotted against
the offset of the mis‐corrected value from the
known value of each equilibrated gas and
heated gas from our reference frame. Because
samples nearest the origin (δ47 value near 0)
are less sensitive to changes in PBL than those
further away, there is a compositional effect.
In the right panel, the mis‐corrected samples
are plotted with a published reference frame
to demonstrate that under‐correcting for PBL
results in a shallower slope, while over‐
correcting yields a steeper transfer function
slope [Color figure can be viewed at
wileyonlinelibrary.com]
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baseline comes from the varied background approach that we have

presented herein, whereas all other approaches tested were consis-

tently under‐correcting for this effect.

The femtoamp‐magnitude offset in PBL between the correction

methods was applied to existing data in order to gain an understanding

of how mis‐correction would affect reference frames, and ultimately

the translation of clumped isotope measurements to temperature

(Figure 5). When the same PBL offset was applied to every reference

frame sample (three different points each on 25, 50, and 1000°C lines),

we observed that samples nearest the composition of our working gas

(i.e. a δ47 near 0) were affected less than those further away from the

origin (δ47 near +40 or −40), consistent with previous findings about

the compositional PBL effect31 (Figure 5). We calculate, for the first

time, a compositional effect for PBL expressed as:

Δ47 = 0.0456 × (δ47) when an over‐correction is applied, and

Δ47 = − 0.0503 × (δ47) when an under‐correction is applied

(Figure 5).

The compositional effect also affects the sensitivity of an

empirical transfer function (ETF) to mis‐correction for PBL. Where

many laboratories have published ETF equations with a slope of

around one,24 an under‐correction for PBL will yield a shallower slope

and over‐correction will yield a steeper slope. This observed change in

slope has an effect on the sensitivity of Δ47 measurements, meaning

that laboratories with an ETF of shallower slope are making less

sensitive measurements, and are able to measure a potentially larger

range of temperatures than those with a steeper slope. This is of

particular importance when Δ47 measurements are being translated

to temperature, and could possibly have an effect on clumped

isotope‐temperature calibrations.

In order to demonstrate that applying a PBL correction derived

from the MCI point abscissa value would not only correct for the

proper PBL in our system on a single composition carbonate standard,

but also prove effective over a range of samples with a large range of

bulk isotopic values, we have corrected samples from three heated gas

lines during three separate analytical sessions (Figure 7). Using the

abscissa MCI point for every three reference frame samples

(Figure 6) as the value of PBL in our system during that time, we are

able to reduce the slope from 0.0295 ± 0.017 to −0.0004 ± 0.0007.

More notable, however, is a reduction in variability about the heated

gas lines (Figure 7), demonstrating that this method of empirically

deriving PBL improves both accuracy and precision better than

directly measuring PBL at any set point tied to our peak scans. The

standard deviation of the intercept throughout the three sessions is

also reduced from 0.6700 to 0.0262, which will ultimately produce a

more stable reference frame through time. To implement this

approach, all unknowns in our laboratory are preceded and followed

by an equilibrated or heated gas. Once three gases equilibrated to

the same temperature have been analyzed at one beam size, the

MCI point can be applied to correct for a set PBL value for all

unknowns analyzed between the gases. The same may also be true

for carbonate standards, in which a set PBL value can be used to

correct a standard to its accepted value, and thus the unknowns

analyzed adjacent to each standard. Although this is different from

the use of carbonate standards proposed by Bernasconi et al,43

this method adds additional support to the necessity of there being

well‐established carbonate standards for clumped isotope analyses.

The pre‐ and post‐run standards, whether carbonate‐derived or

equilibrated/heated gas, if run within the same session, have never

demonstrated differences greater than 7 fA in PBL voltages to achieve

the previously published value of the given standard, regardless of

FIGURE 7 Heated gas lines corrected with
the traditional 41 V PBL measurements and
our newly established correction method.
Using our new method, we are able to reduce
the slope from 0.0295 ± 0.017 to
−0.0004 ± 0.0007 and reduce the variability of
the δ47 and Δ47 values of each of the
categories of heated gases (light, mid, heavy)
[Color figure can be viewed at
wileyonlinelibrary.com]

FIGURE 6 Using a set of samples with different bulk isotopic
composition from a heated gas line, we correct for varied PBL values
from 100 to 1200 fA. By plotting these heated gases together with
varied background, we are able to determine the PBL in our system at
the point of intersection [Color figure can be viewed at
wileyonlinelibrary.com]
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composition. Differences of the order of 100 s of femtoamps are,

however, observed when analytical sessions are punctuated by major

mass spectrometric changes (discontinuous filament or source cleaning

and rebuild), lending insight to our claim that PBL may also be sensitive

to changes in source geometry. The apparent success of this newly

developed protocol in place of directly measuring off‐peak has the

potential to reduce instrument time by eliminating the off‐peak

measurement step and thus the sample size without making additional

modifications to the instrument. It would require, though, that a

laboratory analyze a potentially high frequency of equilibrated/heated

gases and carbonate standards if they are not already doing so.

5 | CONCLUSIONS

1. The desire to operate our instrument at smaller beam sizes to

facilitate smaller sample sizes prompted a new understanding of

PBL in the Isoprime system.

2. Our observations of the changes in PBL with respect to changes

in major beam intensity support the ideas previously suggested

by Meckler et al30 and Müller et al31 that both a compositional

and a pressure dependence are present.

3. Whereas fixing a point of PBL monitor to pre‐acquisition peak

scans has proven useful in the past, we have found that an

empirical approach to account for PBL better serves our system

at major beam intensities lower than 100 nA. This approach has

the potential to reduce analytical time and ultimately further

reduce sample size; however, it may increase the frequency at

which a laboratory analyzes standards.

4. Our new approach to PBL correction helps us to reduce reference

frame slopes and achieve similar transfer functions to previous

studies from the Isoprime.27,32,33 We have demonstrated that this

approach works both with gases and with our laboratory's internal

carbonate standard, but it could easily be modified with

standards used more widely in the clumped isotope community

(ETH 1–430-32,43), supporting work to establish carbonate clumped

isotope standards with community‐wide accepted Δ47 values.
43

5. Although many laboratories still operate a ‘stable’ instrument and

do not monitor for PBL or apply any PBL correction to their

measurements, at the very least, our method may serve as a

useful check on a longer time scale.
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